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Abstract: Cloud computing is vulnerable to accessible Information Technology (IT) attacks, as it expands as well as 
exploits conventional OS, IT infrastructure as well as applications. Nevertheless, the cloud computing environment occurs 
several security problems in recognizing the anomalous network behaviors with respect to the existing threats. An effectual 
Intrusion Detection System (IDS) called a hybrid Grasshopper Optimization (GSO) algorithm with Bat Algorithm (BA)-
based DBN is developed to identify suspicious intrusions in cloud environments in order to solve security problems. By 
exploiting the fitness function the optimal solution to detect the intrusion is shown that recognizes the minimum error 
value as the optimal solution. Moreover, using adopted optimization approach is used to tune the weights optimally to 
produce an effective and best solution to detect the intruders. Nevertheless, the adopted optimization model-based Deep 
Belief Network (DBN) attained superior performance regarding the accuracy, sensitivity, as well as specificity by exploiting 
the BoT-IoT dataset.   
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Nomenclature 

Abbreviations  Descriptions 
BA Bat Algorithm 
DBN Deep Belief Network 
IT Information Technology  
GSO Grasshopper Optimization  
OSs Operating System  
GL Genetic Algorithm  
VM Virtual Machine  
IDS Intrusion Detection System  
PSO Particle Swarm Optimization  
CI Computational Intelligence   
SMOA Spider-Monkey Optimization Algorithm  
NN Neural Network  
RC-NN Recurrent Convolutional Neural Network 
ALO Ant Lion Optimization  
SC  Smart Controller  
CNN Convolutional Neural Network 
NFV Network Function Virtualization  
DC Domain Controllers  
LSTM Long Short Term Memory 
ABC Artificial Bee Colony  
ML-IDP Multilayered Intrusion Detection and Prevention  
SDN Software Defined Networking  
HS Harmony Search  
CC Cloud Computing 
AI Artificial Intelligence  
MCC Mobile Cloud Computing  
IDPS Intrusion Detection and Prevention System  
FL Fuzzy Logic  
ANN Artificial Neural network  
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1. Introduction 
In conventional IT attacks, cloud computing is vulnerable due to its employs as well as expands the 
conventional OSs, IT infrastructure as well as applications. Cloud computing environments countenance 
novel security problems since they engage numerous novel technologies which might cause new forms of 
exploitation with respect to the conventional threats.  Cloud computing is considered as the shared 
resource environment which develops unpredicted novel kinds of threats like covert channel attacks as 
well as side channels. In addition, if a malicious user deploys a hacking tool in a VM additional VMs, as 
well as hypervisors, can be attacked as well as turn out to be victims. In addition, the cloud presents 
large numbers of computational resources that might be leveraged using a malicious user to carry out 
attacks outside or else within the cloud. Moreover, the constant configuration, and cloud elasticity as well 
as cloud resources migration increase novel, confronts for intrusion detection. Even though it is presently 
probable for cloud consumers to use virtual instances as well as tenant networks the shelf IDS, these 
systems are restricted in their focal point as well as cannot identify definite changes in the cloud hosting 
environment [1]. 

The network attacks are a serious issue that challenges the cloud providers as well as numerous 
amount of mobile users who has the right to use distance clouds in routine activities, presenting the 
security for user authentication with digital certificates or passwords as well as privacy information 
transmission. To surmount aforesaid problems some techniques were presented so far. To identify the 
cyber attacks in mobile cloud circumstances, a model which exploits uses a deep learning model [2].  
Nevertheless, developing these recognition methods tends to raise the number of events within the cloud 
therefore recognition procedure turns out to be encumbered by soft computing aids. These involve ANN, 
GL, FL, and such to improve the effectiveness and detection rate accuracy of anomalies. Amid these ANN 
is extensively exploited owing to the ability to pact with data that is not absolute. Additionally, the 
mining rule association model is the present proposed model for intrusive data detection. ANN can be 
exploited in numerous manners in intrusion detection. 

In IDS, the main disadvantage is that needs a suitable number of time as well as a raised number of 
training sets for effectual simulation. In the cloud, ANN integrated recognition system is a sturdy 
secured approach as well as this can add on GA for furthermore effectuality. ABC, HS, and PSO are a 
few among them exploited besides ANN-based IDS systems. Additionally, there are a few techniques that 
integrate 2 or more such for optimization as well as enlarged resource utilization in CC. Using search 
approaches the IDs' effectiveness can be enhanced that carry out to decide the optimum network 
parameters kinds exploited by these heuristic techniques. For example, to recognize VM attacks hybrid 
techniques are capable that integrating classification as well as feature selection. A security system with 
GA integration with the PSO examined on NSS-based Knowledge Discovery in Database data can be 
established in conventional research [3].  

The major contribution of this paper is to achieve an intrusion detection model by exploiting the 
Hybrid GSO and BA model-based DBN classifier. The adopted model is mainly interested in recognizing 
the intruders by exploiting the features selection by exploiting the fuzzy score. At first, from the database 
input data is obtained as well as this data is permitted to feature the selection phase. From the fuzzy 
score, the features are chosen so that the fuzzy score is computed via fuzzy entropy-based metrics such as 
holoentropy, entropy, as well as Renyi entropy. The fuzzy score is taken into consideration as a threshold 
value as well as features are efficiently chosen from the fuzzy score that maximizes the detection 
accuracy. On the basis of the weight as well as bias related to the neurons, the DBN classifier recognizes 
the intruder so that the weights are trained by exploiting the optimization Hybrid GSO-BA approach.  

2. Related Works 
In 2020, Abdulaziz Aldribi et al [1], developed a new hypervisor-based cloud IDS to identify anomalous 
network behaviors that use online multivariate statistical change analysis. The reality that a hypervisor 
comprises a compilation of instances was leveraged as a departure from the existing monolithic network 
IDS feature approach, to initiate an instance-oriented feature approach that uses individual and 
correlated behaviors of occurrences to enhance recognition ability. The developed model was estimated by 
gathering and by exploiting a novel cloud intrusion dataset that involves an extensive diversity of attack 
vectors. 

In 2020, Jitendra Kumar Samriya and Narander Kumar [2], worked on a novel hybridization model 
for the IDS to enhance the general security of cloud-based computing environments. Additionally, this 
method aids to handle different kinds of security hurdles on the cloud for instance detection of Data 
leakage, fake identity, as well as Phishing attacks, and so on to preserve security over the cloud. The 
technique exploits fuzzy on the basis of Artificial Neural Network for effectual anomalies clustering 
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wherein fuzzy-based clustering was furthermore optimized by exploiting the SMOA. This hybrid method 
may overwhelm the iterative classification as well as the selection procedure of the fuzzy clustering 
model. Moreover, the SMO model may consequence of dimensionality as well as the minimized dataset 
was transmitted into NN. The developed model consequences minimized computational time and 
improved accuracy while evaluated with conventional hybridization models. 

In 2020, T. Thilagam R. Aruna [3], worked on the IDS which was subjected on the basis of a new 
optimized custom RC-NN that was developed for IDS beside the ALO approach. Using this method, CNN 
was done hybrid with LSTM. Therefore, all attacks recognized with the network layer of the cloud were 
classified effectually. The investigational outcomes exhibited explain the arrangement of the IDS 
classification technique with maximum accuracy, therefore enhancing the error rate or detection rate.  

In 2020, Shahab Shamshirband et al [4], presented a complete survey of IDS that exploit CI 
techniques in a cloud environment. At first, a general idea of CC a\nd MCC paradigms as well as service 
models was presented, in addition to this security threats were reviewed in this paper. Subsequently, 
taxonomy for IDS was defined as well as CI-based approaches were classified into single as well as 
hybrid techniques. At last, open problems, and future research for investigating this topic, were 
enlighted. 

In 2020, Ihsan H Abdulqadder et al [5], developed a new technique which was indicated as ML-IDP in 
an SDN. The developed model defends against security attacks by exploiting AI. Here, five layers were 
utilized data acquisition layer, SC layer, DC layer, switches layer, and virtualization layer (NFV 
infrastructure). By exploiting the Four-Q-Curve approach, the User authentication was detained in the 
initial layer. The game theory model that was simulated in the IDP agent was developed. By exploiting a 
deep reinforcement learning approach of IDPS agent participation was to totally evade a flow table 
overloading attack. 

3. Cloud Model 
In order to pact with the problems related to the data analytical process in the cloud, the IDS is 
designed. It is mainly important that the studies should be authenticated, and legally admissible as well 
as it is described. IDS are exploited to raise the security metrics via the systematic monitoring of 
network traffic, log file as well as configurations. In a cloud environment, conventional IDS are not 
effectual as network-based IDS, because the network-based IDS is unsuccessful to recognize encrypted 
node communication. Therefore, to recognize attacks the IDS at the cloud middle layer is adopted. 
Nevertheless, the IDS model comprises storage, service, storage, and node as well as event auditor. 
Moreover, via the middleware, the services are made easy regarding communication. To ensure and aid 
the big-sized file with maximum availability the IDS exploits the distributed meta-data structure. 
Nevertheless, in the cloud environment, the heterogeneous data started effectively controlling as well as 
analyzing the data without the bottleneck.  

4. Intrusion Detection in the Cloud using Hybrid GSO-BA Model 
Here, to recognize the intruder pretenses an immense confrontation in the cloud environment.  In the 
cloud, the conventional IDS undergo maximum running time as well as minimum accuracy. Therefore, 
an effectual IDS method is developed in this paper to carry out the IDS model. The developed IDS model 
by exploiting the optimization model includes three++ diverse phases such as input data fetching, feature 
selection as well as ID stage. At first, the input data is gathered from the database as well as this input 
data is fed to the feature selection phase, wherein important as well as helpful features are efficiently 
chosen on the basis of a fuzzy score therefore fuzzy score is computed by exploiting the fuzzy entropy-
based metrics such as entropy, holoentropy as well as Renyi entropy [6]. To the DBN classifier fuzzy 
score is subjected as input that effectually recognizes the intruder as well as the trusted user regarding 
the data. In the intrusion detection stage, the ID model procedure is performed by exploiting the DBN 
classifier that is trained by exploiting the optimization Hybrid GSO-BA model. Fig 1demonstrates the 
architectural model of the adopted optimization algorithm for intrusion detection in the cloud. 
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Fig.1. Architectural model of the adopted optimization algorithm for intrusion detection in cloud 

4.1 Obtain Input Data 

The input data is exploited to carry out an ID model that is gathered from the dataset. Using several 
phases the input data is processed as well as carries out the ID model on the basis of the DBN classifier. 
Assume the database as G with n count of data is stated in eq. (1). Here, iX signifies the data located at 

thi element, X  signifies input data, as well as nX  signifies the total count of data present in the 

database, as well as G  signifies database, correspondingly.  

                   ni X,...X,...X,XG 21                                           (1) 

4.2 Feature Selections using Fuzzy Entropy  

To carry out the ID procedure, the input data is iX is chosen from the database. The input data iX is 
subjected to the feature selection phase, wherein the necessary, as well as helpful features, are efficiently 
chosen. Feature selection is stated as the procedure of choosing the appropriate as well as helpful 
features that are put in towards precise recognition consequence. The main important cause of exploiting 
the feature selection procedure is to minimize overfitting, minimize training time as well as improve 
detection accuracy.  

On the basis of the fuzzy score, s features are chosen so that the s  is computed by exploiting the 
entropy  , holoentropy  , as well as Renyi entropy  . Nevertheless, the entropy factor is calculated by 
exploiting eq. (2), wherein,  iX signifies data entropy iX , ip signifies probability, and  iXu  signifies a 

number of exclusive values in input data iX . On basis of the entropy factor, holoentropy  is computed as 

eq. (3), wherein,  iX  signifies holoentropy of data iX , B  signifies attribute weight, as well as attribute 
weight, B is computed as eq. (4).  

 
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i
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                                                    (2) 

   ii X.BX                                                       (3) 
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The Renyi entropy is a simplification form of entropy on basis of a parameter such as Tsallis. 
Nevertheless, Renyi entropy is stated in eq. (5), wherein,  iX  specifies input data Renyi entropy iX ,   

specifies entropy order. At last, entropy  , holoentropy  , and the Renyi entropy  are subjected to the 
fuzzy system to produce a fuzzy score s . Moreover, the fuzzy score s  is represented as a threshold value 
as well as appropriate features are efficiently chosen from the fuzzy score. On the basis of the features 
selected, the intrusion detection process can be improved by exploiting the DBN classifier.   
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4.3 Intrusion Detection in Cloud  

In order to carry out the ID model fuzzy score s  is subjected as input to DBN. To carry out the intrusion 
detection process, the DBN is considered an important classifier while compared with the other deep 
learning classifiers. The DBN needs minimum training time as well as a small labeled dataset. The DBN 
produces precise detection outcomes while compared with the conventional classifier. Hence, in this 
paper, the DBN classifier is exploited to carry out the Intrusion Detection model in the cloud [9].  

4.3.1 DBN Architecture  

The architecture model of the DBN classifier comprises 2 RBBM layers as well as a single MLP layer. 
There is no link amid visible neurons as well as hidden neurons so an interlink is present among the 
visible as well as hidden neurons in the DBN classifier. In RBM layer-1 visible layer fuzzy score s  is 
subjected as input. The outcome attained from RBM layer-1 is subjected as input to RBM layer-2 as well 
as an outcome from RBM layer-2 is transmitted as input to the MLP layer correspondingly [10].  

The fuzzy score is considered as input to DBN as well as the eq. (6) and (7) represents a hidden layer 
of RBM layer-1, wherein, 1

rg  signifies thr  hidden neuron, 1
qs  signifies 

thq  visible neuron of RBM layer-1, 

as well as z  signifies the sum of hidden neurons. Every neuron available in hidden as well as visible 
layer comprises of bias. Consider g  as well as h represents a bias of visible as well as the hidden layer. 

Nevertheless, 2 bias which stands for neurons of the hidden as well as a visible layer of RBM layer-1 
which is stated in eq. (8) and (9). 1

qg  signifies the bias which stands for thq  visible neuron and 1
rh stands 

for bias stand for the thr  hidden neuron. Nevertheless, eq. (10) represents the weights linked to RBM 
layer-1, wherein, 1

qrY  indicates weight linked among thq  visible and thr hidden neurons so that weight 

dimension is zw  . Therefore, eq. (11) represents the outcome of the hidden layer at RBM layer-1 is 
computed on basis of weight as well as bias linked to visible neuron,   specifies activation function. 
Hence, eq. (12) indicates the outcome attained from RBM layer-1. 

  wq;s,,s,,s,ss wq  1111
2

1
1

1                               (6) 

  zr;g,,g,,g,gg zr  1111
2

1
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1                                (7) 
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  zr;wq;YY qr  1111                                                   (10) 
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  zr;gg r  111                                          (12) 
The RBM layer-2 learning process is developed by exploiting the outcome acquired from a hidden 

layer of RBM layer-1. The RBM layer-1 output is stated in Eq. (12) that creates input to RBM layer-2. In 
addition, eq. (13) represents the count of visible neurons in RBM layer-2 is equal to the count of hidden 
neurons of RBM layer-1.  1

rg  represents the outcome vector of RBM layer-1. Hence, eq. (14) represents 

the hidden layer indication of RBM layer-2 [11]. 
    zr;gs,,s,ss rz  1122

2
2
1

2                                         (13) 

    zr;g,,g,,g,gg zr  1222
2

2
1

2                              (14) 

As stated in Eq. (8) and (9) bias of hidden as well as visible layers possesses related indication but are 
stated as 2g as well as 2h , correspondingly. The RBM layer-2 weight vector is stated in eq. (15), 

wherein, 2
rrY signifies weight amid thr  visible neuron as well as thr hidden neuron so that the weight 

vector dimension is stated in zz  . Nevertheless, eq. (16) represents the outcome of thr hidden neuron, 
wherein, 2

rh  signifies bias linked to thr hidden neuron. Hence, eq. (17) represents the output attained 
from the hidden layer [12]. 
 

  zr;YY rr  122                                           (15) 
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   zr;gg r  122                               (17) 
The aforesaid formulation is subjected as input to the MLP layer, wherein z indicates the count of 

neurons. Nevertheless, eq. (18) indicates the MLP layer input, wherein, z  available in the input layer 
and is attained from the outcome of the RBM layer-2 hidden layer  2

rg . Nevertheless, the hidden layer of 

MLP is stated as eq. (19). wherein, A specifies the total numeral of hidden neurons. Assume that DZ as 

the bias of thD hidden neuron, wherein A,,,D 21 . The outcome attained from the MLP layer is stated in 
eq. (20), wherein, k represents the count of neurons in the outcome layer. MLP comprises of 2 weight 
vectors, wherein, 1 is indicated amid input as well as a hidden layer, while the other is indicated amid a 
hidden as well as output layer. 

     zr;gv,,v,,v,vv rzr  12
21                                       (18) 

   AD;a,,a,,a,aa AD  121                                        (19) 

  kd;M,,M,,M,MM kd  121                                       (20) 

Consider CY  specifies weight among input as well as a hidden layer that is indicated in eq. (21), 
wherein, C

rDY represents weight among thr input neurons as well as thD hidden neurons so that weight 

dimension CY is stated as Az . On the basis of the weight as well as bias related to neurons, hidden 
layer output is computed as eq. (22), wherein, DZ indicates hidden neuron bias and 2

rr gv  , as the RBM 

layer-2 outcome creates input to MLP layer. The weights related among hidden as well as outcome layer 
is indicated as RY as well as stated in eq. (24).  
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With weight RY as well as hidden layer output, the eq. (24) signifies output vector is calculated 

wherein, R
DdY  specifies weight linked among thD hidden neuron as well as thd output neuron, as well as 

Da represents the output of hidden layer.  
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              (24) 

4.3.2 Adopted Hybrid GSO-BA Model  

Using the adopted optimization method training procedure of the DBN classifier is performed. The 
adopted optimization is exploited to carry out the ID model on basis of fitness measures.  

Fitness function: To calculate the optimal solution the fitness function with optimal value is 
presented as the optimal solution. Nevertheless, the function exploited to calculate fitness measures is 
indicated as eq. (25). 

  
 



 
t

dM
t

F
1

1                                        (25) 

wherein, dM indicates a yield of DBN classifier, t  indicates the total count of samples, F states fitness 

function, and  signifies estimated output.  
In the conventional GOA, initially, a levy flight by means of a variable coefficient is exploited to improve 
the exploration ability. Subsequently, in order to balance the exploitation as well as exploration, the 
GOA is integrated with the BA algorithm. In addition, an arbitrary scheme is performed on the 
maximum quality population to enhance the exploitation ability.  

In order to encourage the optimization approach performance, the levy flight has the ability to search 
the space with an arbitrary walk that is extensively exploited. 
A Levy flight scheme with variable coefficient and integration to the GOA is proposed in this paper. The 
formulation of levy flight is stated as below: 

 31   ,tu~levy _                                                                (26) 
On the basis of the Mantegna Levy random step is stated as below 
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  can be computed as below: 
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 In the adopted model [14], β represents the variable coefficient before the constant that is stated below: 
rand                                                                                    (29) 

    Hence, the enhanced mathematical formulation of GOA is stated as below: 
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The local search operation is an important segment of BA and plays a significant role in balancing 
exploration as well as exploitation. Based on this, it is used to enhance GOA performance. 

A novel random scheme to additional promotes the searching ability of GOA. The grasshoppers are 
arranged on the basis of their objective function values in the random strategy. Subsequently, k 
grasshoppers are chosen from the top-ranked population.  

New grasshoppers are produced as below: 
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inew XcX 
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(31) 

5. Result and Discussion 
The simulation analysis of the developed hybrid GSA-BA-based DBN for intrusion detection was 
performed by exploiting the “KDD cup dataset [7], and BoT-IoT dataset [8]” [15]. The BoT-IoT dataset 
was developed to model the network environment to perform an intrusion detection method. The KDD 
cup dataset comprises a few standard set of data that involves a diversity of intrusions that were 
experimented within a network environment.  It combines botnet, as well as normal traffic as well as 
source files of the dataset, which were presented in several formats, like CSV files, argus files, and pcap 
files, correspondingly. 

The adopted model performance was shown by exploiting the evaluation measures, such as accuracy, 
sensitivity, as well as specificity. Here, the proposed model was compared with the conventional models 
such as NN, deep learning, and GA. 

Fig 2 demonstrates the analysis of the adopted Hybrid GSA-BA-based DBN. It is evidently shown that 
the adopted Hybrid GSA-BA-based DBN attained superior performance regarding the accuracy, 
sensitivity, and specificity for both the KDD cup dataset as well as the BoT-IoT dataset, correspondingly.  
 

  
(a) (b) 

Fig. 2. Performance analysis of the proposed and conventional model for (a) KDD cup dataset and (b) BoT-IoT 
dataset 
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6. Conclusion 
The major purpose of this work was to develop a capable intrusion detection approach to recognize the 
intruder in a cloud environment. At first, from the database, the input data was gathered as well as the 
input data was processed by exploiting the DBN classifier on the basis of the fuzzy score. This was 
exploited for the helpful as well as appropriate features were effectually chosen so that the fuzzy score 
was computed by exploiting the fuzzy entropy-based metrics such as entropy, holoentropy as well as 
Renyi entropy. To the DBN classifier, the fuzzy score was transmitted as the input that effectually 
recognizes the intruder as well as an authentic user by exploiting the fitness metrics. On the basis of the 
error value, the fitness measure was estimated so that function with a minimum error value was 
established as the optimal solution. By exploiting the optimization Hybrid GSO-BA model the DBN 
classifier was trained. Nevertheless, the adopted optimization Hybrid GSO-BA model attained superior 
performance regarding the accuracy, sensitivity, as well as specificity obtained by exploiting the BoT-IoT 
dataset.  
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