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Abstract: Diabetic retinopathy (DR) is a disease that occurs among the persons, who were affected by diabetes for a long 
time. At such conditions, leakage of protein and fluid from the blood vessels occur. This work intends to establish a new 
automated DR recognition scheme that includes stages such as “Feature extraction and Classification”. At first, feature 
extraction is performed; where Local Vector Pattern (LVP) and spatial map based edge detection features are extracted. 
Further, the extracted features are subjected to the classification phase, for which Optimized Deep Convolutional Neural 
Network (DCNN) is deployed as the classifier. Moreover, to accomplish better accuracy, the weights of CNN are optimally 
selected by means of the Bat algorithm (BA). Finally, analysis is held to validate the efficacy of the proposed model over 
other models. 
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Nomenclature 
Abbreviations  Descriptions 
AUC Area Under Curve 
BA Bat algorithm 
CAD Computer-Aided Diagnosis 
DR Diabetic retinopathy  
DCNN Deep Convolutional Neural Network  
LVP Local Vector Pattern 
MAs Micro Aneurysms 
NN Neural Network 
WP-CNN weighted path-CNN 

1. Introduction  
DR is defined “as the presence of typical retinal microvascular signs in an individual with diabetes 
mellitus. Higher levels of glucose in blood cause the blood vessels to take up extra glucose than usual. 
This paves to the surplus formation of glycoprotein. The wall of the vessel becomes thick and weak, 
which leads to the leak of lipids, proteins, and water that results in bulging of the fovea. [6] [7]. The 
detection of DR in advance avoids the stoppage of visualization in humans. DR could be spotted at an 
earlier stage by observing the blood vessels leaks, irregularities, and so on [8] [9].  

Generally, DR is characterized when the blood vessels get affected by diabetes. During the beginning 
stage, the retinal arteries start leaking and small hemorrhages are formed [10]. The vessels leaked from 
lipoproteins cause’ blurred vision. Another issue in DR is owing to the development of weak blood vessels, 
which divide and leaks blood in the eye. Thus the images could not be projected to the brain by the 
retina. This also causes blindness in persons encountered with diabetes [11].  

Diagnosing and taking proper treatment for DR [12] [13] is essential that need monitoring and 
screening at an earlier stage. In addition, improved screening leads to an early diagnosis that lessens the 
threat of blindness. Currently, CAD systems are exploited, which exactly offers automated diagnosis [14]. 
It makes a diagnosis of DR by mining the optic disc by focusing on the above-said issues in the existing 
systems [15]. Moreover, it helps the experts in taking proper decisions and thereby, leads to faster and 
accurate diagnosis with higher reliability [16] [17].  
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The main contribution of this work is to proposed a new automated DR recognition scheme that 
comprises stages like “Feature extraction and Classification”. The paper is arranged as follows. The 
reviews are presented in Section 2. Section 3 describes the framework of diabetic retinopathy detection. 
Section 4 explains the extraction of LVP and spatial map based edge detection features. Section 5 
portrays the optimization assisted DCNN classification. Section 6 discusses the outcomes and the paper 
is concluded by section 7. 

2. Literature Review 

2.1 Related Works 

In 2020, Kumar et al. [1] suggested an enhanced scheme for recognizing MA and hemorrhages, which 
contributed to the improvement of earlier DR detection. In addition, an enhanced segmentation scheme 
was exploited in this work for segmenting the blood vessels as well as optic disc. Moreover, classification 
was carried out by means of the NN model, in which training was performed using the MA features. In 
the end, the outcomes have proved the development of the adopted model in terms of precision, accuracy, 
and so on. 

In 2020, Zago et al. [2] implemented a novel model for identifying DR via a deep patch oriented 
model. The implemented detection model has lessened the complexities and it also enhanced the 
performance of the system using the CNN model. In addition, the betterment of the established scheme 
was carried out and the finer outcomes were attained for accuracy and sensitivity. 

In 2019, Liu et al. [3] implemented a new technique termed as WP-CNN that exploited various 
weight paths of CNN. The adopted method was simulated by an ensemble learning technique. As per this 
model, numerous path weight coefficients were chosen optimally by means of backpropagation, and as a 
result, the mean of output features was considered for speedy convergence and redundancy 
minimization. In the end, the efficacy of the implemented scheme was established from the simulation 
outcomes in terms of F-measure, accuracy, and so on. 

In 2018, Wan et al. [4] presented an automated method for classifying a specific set of fundus images. 
Accordingly, in the proposed work, the CNN approach was used for identifying DR that included 
segmentation, classification, and detection phases. Eventually, the enhancement of the adopted model 
was proven over the conventional techniques in terms of optimal accuracy. 

In 2019, Shanthi and Sabeenian [5] suggested a scheme that concerned with the categorization of 
fundus images using the CNN framework.  The CNN framework has classified the images based on the 
harshness of the syndrome, by which higher accuracy was obtained. In the end, the classification 
accuracy of the presented scheme was validated from the simulated analysis. 

3. Framework of Diabetic Retinopathy Detection  

3.1 Proposed Architecture 

The proposed DR detection framework includes two major phases namely, feature extraction and 
classification. Fig. 1 demonstrates the illustration of the DR detection model. Initially, the input image 
I is subjected to the feature extraction phase, where LVP as well as spatial edge-based features are 
extracted. The subsequent phase is classification, which detects the presence or absence of the disease. 
For classification purposes, this work deploys the DCNN framework, in which the weights are optimally 
chosen using the DCNN model. The Optimized DCNN ensures the accurate detection of the disease since 
the weights are fine-tuned optimally. For this optimal tuning, the BA approach is deployed in this work. 
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Fig. 1. Overall model of the DR detection framework 

4. Extraction of LVP and Spatial Map-based Edge Detection Features 

4.1 Feature Extraction 

LVP: “The LVP descriptor was developed to provide various 2-D spatial structures of micropatterns with 
various pair-wise directions of the vector of the referenced pixel and its neighborhood”. LVP [13] involves 
the following procedures: Considering a local sub-region R , the vectors’ direction value at reference 
pixel cO  is indicated by  cDI, OVE and it is computed as shown in Eq. (1). In Eq. (1), J  signifies the count 

of nearer pixels of reference pixel, U  indicates the radius, DI point at the distance amongst the reference 
pixel, and its close by pixels with  direction, in which point out the index angle of varying directions. 

      cDI,cDI, OROROVE       (1) 

Furthermore, the LVP,  c,U,J OLVP  in direction of vector at cO is encoded, and eventually, it is 

determined as the series of 4 eight-bit binary patterns as shown in Eq. (2). 
    oooo

c,U,JcU,J
LVP 135,90,45,0|OLVPOLVPF     (2) 

The features extracted by means of LVP are indicated by LVPF . 

4.2 Spatial Map-based Edge detection 

The spatial map oriented edge detection features permits to make use of the inherent structures in edge 
patches and it is found to be an effectual and computationally competent technique [14]. The features 
extracted using spatial map based edge detection processes are pointed out by EDF . 

These extracted features  LVPED FF   totally denoted by  LVPED FFF   are provided as input to the 
DCNN model for classification purposes.  

5. Optimization Assisted Deep CNN Classification for Diabetic Detection 

5.1 Optimized DCNN Framework 

DCNN [15] is a well-known deep learning model, which encompasses three diverse layers, “convolutional 
layer, pooling layer, and fully-connected layers”. Each neuron in the feature map is related to the 
adjacent neurons in the preceding layer. At the location  b,a  in the thl layer of the corresponding thc  
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feature map, the feature values are computed as shown by Eq. (3), where, l
cW  refer to the weight that is 

fine-tuned in an optimal manner using the BA approach and l
cB refer to the bias term of thc  filter related 

to thl layer. 
l
c

l
b,a

Tl
c

l
c,b,a BVWZ        (3) 

In addition, at the central location  b,a  of thl layer, the patched input is referred by l
b,aV .   

Consequently, the activation function establishes non-linearity that helps in detecting the nonlinear 
features in multi-layer networks. The activation value  l

c,b,aact  corresponding to the convolutional 

features l
c,b,aZ is computed as per Eq. (4).  

 l
c,b,a

l
c,b,a Zactact        (4) 

Pooling layer: “Pooling layers in the DCNN perform the downsampling operations with the 
outcomes acquired from the convolutional layers”. For all pooling functions  pool  corresponding 

to l
c,k,mact , the value of l

c,b,aU is determined as exposed in Eq. (5). 

    b,a
l

c,k,m
l

c,b,a Rk.m,actpoolU      (5) 

The classification takes place at the final layer of DCNN, which is considered as the output layer. 
The loss of DCNN is pointed out by Loss and it is computed as per Eq. (6).  

    



K

1k

kk O,U;l
K

1
Loss      (6) 

The overall parameter associated with l
cW and l

cB is signified by  . Here exists K count of input-

output relations        K,,1k;U,V kk  . The thk  input feature, the related target labels, and the output of 

DCNN are pointed out by  kV ,  kU and  kO , in that order.  

6. Determination of Optimal Weight using the BA model 

6.1 Solution Encoding 

The presented work aims to accomplish the accurate prediction of DR, for which, the weights of DCNN 
denoted by W  is tuned optimally. For optimization purposes, the BA model is deployed. The input 
solution given to BA is illustrated in Fig. 2, where Nu refers to the total count of weights. Further, the 
objective function  Obj  defined in the work is stated in Eq. (7), where Loss signify the error among actual 
and predicted result.  

)Loss(MinObj       (7) 
 

  
  1W             2W           ......        NuW  Y 

Weights 
 

Fig. 2. Solution encoding 

6.2 BAT Algorithm 

The phases in the Bat algorithm include “initialization, evaluation, movement of virtual bats, loudness 
and pulse rate-based movement and termination”.  

Initialization: The first phase is an initialization, where the  n bats are arbitrarily chosen and the 
bat’s positions are initialized within search space. In addition, the constraints such as rate of the pulse r , 
loudness D ,  iteration count t , velocity t

is , maximal and minimal frequency of maxG  and minG   are also 

initialized randomly. The input image is specified as shown in Eq. (8), in which, mn
iy  denotes thi position 

of the input image with n columns and m rows. 
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Evaluation: After carrying out initialization, all bats are computed with the fitness function that 
focuses on the minimization of loss. If the evaluated fitness is better, that value is considered as an 
optimal one by . 

Movement of bats: After evaluation, the position of all maps are updated by means of both velocity 
and frequency. The formulation of the BAT algorithm is modelled as shown in Eq. (9), in which iG refers 

to the frequency of an image and  refers to the random integer.  
   *GGGG minmaxmini      (9) 

Accordingly, the image velocity is updated by means of both best values of frequency iG that are 

expressed by Eq. (10) and Eq. (11). In addition, 1t
iy  refers to the prior iteration, by  points out the best 

value, which is considered as fitness value  .  

 b
1t

ii
1t

i
t
i yyGss        (10) 

t
i

t
i

1t
i syy         (11) 

Loudness and pulse rate movement: At this phase, the arbitrary value of    is evaluated with 
pulse rate denoted by r . If the arbitrary value is better than the r , the novel local solutions are 
produced, which depends on the optimal value by . In addition, if the arbitrary value is lesser than the 
loudness, then the arbitrary value is produced. One again, the evaluation occurs among loudness and an 
arbitrary value. If the arbitrary solution is superior to the optimal solution, the pulse rate and loudness 
are updated. 

Termination: The aforesaid process is continued until the entire virtual bats are updated. After the 
completion of iteration, the output is regarded as the optimal one.  

7. Results and discussion 

7.1 Simulation Procedure 

The adopted DR diagnosis model was implemented in MATLAB and the results were recorded. Here, the 
analysis was carried out by comparing the adopted classification model over conventional classification 
schemes such as AlexNet, VggNet-s, VggNet-16, VggNet-19, and Google Net. Here, the analysis was 
carried out in terms of various measures namely, “accuracy, sensitivity, specificity, and AUC”.  

7.2 Classification Analysis 

The classification analysis of the DR recognition model is exposed in Fig. 3 with respect to AUC measure. 
From the analysis, the ResNet has attained better AUC performance when evaluated over the other 
existing constraints. Particularly from Fig. 3(a), the values of AUC attained by the ResNet is 3.74%, 
4.62%, 49.96%, 4.13% and 6.58% better than the values attained by AlexNet, VggNet-s, VggNet-16, 
VggNet-19 and GoogleNet. As a result, the superiority of the BA + DCNN has been established via AUC 
measure. In addition, Table 1 shows the classification analysis accomplished with random constraints. 
On observing the attained values, the GoogleNet has attained a higher accuracy of 86.35%, whereas the 
compared schemes have achieved comparatively minimal values. Thus, the superiority of the BA + 
DCNN method is proved over other traditional models. 
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Fig. 3. Classification outcomes with arbitrarily initialized constraints with respect to AUC 

 
Table 1: Classification outcomes attained with randomly initialized constraints 

Model  Sensitivity Accuracy Specificity AUC 
AlexNet 39.12% 73.04% 90.07% 0.7968

VggNet-16 86.37% 48.13% 29.09% 0.5512
VggNet-s 33.43% 73.66% 93.98% 0.7901

GoogleNet 64.83% 86.35% 86.84% 0.7756
VggNet-19 54.51% 82.17% 96.05% 0.7938

ResNet 73.77% 0.7868% 90.53% 0.8266

7.3 Analysis with Hyperparameter-Tuning 

The classification analysis with hyperparameter tuning is revealed in Table II with respect to various 
measures like sensitivity, specificity, accuracy, and AUC. From the analysis, the VggNet-s model has 
attained better accuracy when compared to other models. In addition, the specificity accomplished by the 
VggNet-s model has revealed higher values, when evaluated over the other models. 
 
Table 2: Classification outcomes attained with Hyperparameter-Tuning 

Model  Sensitivity AUC Accuracy Specificity 
AlexNet 81.27% 0.9342 89.75% 94.07% 

VggNet-19 89.31% 0.9684 93.73% 96.49% 
VggNet-16 90.78% 0.9616 93.17% 94.32% 
VggNet-s 86.47% 0.9786 95.68% 97.43% 

GoogleNet 77.66% 0.9272 93.36% 93.45% 
ResNet 88.78% 0.9365 90.40% 95.56% 

6. Conclusion 
This paper has developed a new DR model, which included stages like feature extraction, and 
classification. Initially, feature extraction was carried out, by which the LVP and spatial map based edge 
detection features were extracted. The extracted features were then classified using the CNN model, 
where the weights were fine-tuned using the BA approach. Finally, the analysis was held for proving the 
superiority of the BA + DCNN model. Particularly on observing the AUC measure, the values attained by 
ResNet were 3.74%, 4.62%, 49.96%, 4.13%, and 6.58% better than the values attained by AlexNet, 
VggNet-s, VggNet-16, VggNet-19, and GoogleNet. Thus, the enhancement of the BA+DCNN algorithm 
was validated effectively. 
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