
Vol.2  No.1  Jan. 2019 

Multimedia Research 
 

Received 20 September, Revised 28 November, Accepted 30 December 

 
 

©Resbee Info Technologies Pvt Ltd 
https://doi.org/10.46253/j.mr.v2i1.a2  

 

 
9 

Vol.2  No.1  Jan. 2019 

 

Impact of Supervised Classifier on Speech Emotion Recognition 
 
Anitha J.S 
Department of Computer Scirnce and Engineering, 
SCAD College of Engineering and Technology  
 Tirunelveli, Tamil Nadu, India 
ajooani@gmail.com 

Abinaya J.S 
Department of Communication and networking, 
CSI Institute of Technology 
 Kanyakumari, Tamil Nadu, India 
meabianu@gmail.com 

 
 
Abstract: A face recognition system is a computer application proficient of verifying or identifying a person from a video 
frame or a digital image from a video source. The human face acts a significant role in the social communication, passing on 
people’s uniqueness. By means of the human face as a key to protection, biometric face recognition technology has attained 
noteworthy consideration in the precedent numerous years owing to its prospective for an extensive assortment of 
applications in both non-law enforcement and law enforcement activities. In this paper, the Speech Emotion Recognition 
(SER) is analyzed by adopting cepstral features for feature extraction and k-NN classifier for classification. Moreover, the 
implemented process is compared with k-means and C-means algorithms and the results are obtained. 
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1. Introduction  
In current years, technology for automatic emotion recognition from speech has developed adequately to 
be concerned in numerous real-life scenarios, namely remote education, call centres, driving safety, 
computer games, and auxiliary disease diagnosis. Nevertheless, conventional SER technology has not 
accomplished very excellent presentation, perhaps owing of the deficient of effectual emotion-associated 
features.SER is a significant exploration field in the understanding of Artificial Intelligence (AI). Noise 
present in the signal processing and systems environment manipulates the recognition precision and 
confines the realistic applications of SER, like, adjuvant therapy systems for autism and intelligent 
customer service systems, in which precise emotion recognition is essential to formulate a appropriate 
response.  

Feature selection is an essential measure in the improvement of a system for recognizing emotions in 
speech. In recent times, the communication among features produced from the similar audio source was 
hardly ever measured that may perhaps generate redundant features and raise the performance costs. In 
SER, an essential research problem is how to choose a best possible feature set from speech signals [6]. 
Numerous traditional state-of-the-art speech emotion recognition methods usually assume that the 
features of the training and test samples are strained from the similar distribution. This postulation does 
not embrace in numerous real world applications. This is primarily owing to the speech signals from 
dissimilar provinces that are very contradictory regarding type of emotion, speakers, degree of 
spontaneity and recording circumstances. A classifier just trained on a particular corpus and 
subsequently pertained directly to a different corpus, which cannot be expected to include a tremendous 
performance.  

The majority of the preceding works on SER have been dedicated on the investigation of spectral 
information and speech prosodic characteristics. And several new feature constraints are adopted for 
SER, like the Fourier parameters. Even though there are numerous acoustic parameters which have 
been demonstrated to enclose emotional information, only a small accomplishment has been attained in 
understanding such a set of characteristics that consistently executes over dissimilar circumstances [9]. 
Therefore, the majority of researchers desire to exploit mixing feature set which is comprised of several 
kinds of features including further emotional information [10]. On the other hand, exploitation of mixing 
feature set may perhaps increase the high redundancy and dimension of speech features, thus it 
formulates the learning process complex for the majority of machine learning schemes and raises the 
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likelihood of overfitting. Consequently, feature selection is indispensible to decrease the redundancy in 
dimensions of features. SER can be considered as a static or dynamic classification crisis that makes SER 
an excellent test bed for exploring and adopting a variety of deep learning architectures. However, for the 
significance of SER technology, the majority of them are dependent on the application surroundings of 
small- sample and small scale. 

This paper contributes the emotion recognition from speech using k-NN algorithm for cepstral 
features. Moreover, the capability of SER is validated by means of various performance measures such as 
accuracy, sensitivity, and specificity, precision, FPR, FNR, NPV, FDR, F1-score and MCC and the 
improvements of the proposed scheme is verified. This paper is organized as follows. Section II describes 
the related works and reviews done under this topic. Section III explains the SER modelling and section 
IV demonstrates the results and discussions. Finally, section V concludes the paper. 

2.Literature Review 

2.1 Related Works 

In 2018, ShaolingJing et al. [1], has suggested a novel kind of feature associated to prominence, in 
concert with conventional acoustic characteristics were deployed to categorize seven distinctive emotional 
states. Moreover, the author group generated a Chinese Dual-mode Emotional Speech Database 
(CDESD) that includes paralinguistic annotation and supplementary prominence information. 
Subsequently, a consistency assessment scheme was presented to authenticate the reliability of the 
annotation details of such database. The consequences demonstrate that the annotation constancy on 
prominence accomplishes more than 60% on average. Consequently, this research investigates the 
correlation of the prominence characteristics with emotional states by means of a curve fitting technique. 
Prominence was established to be intimately associated to emotion states, to maintain emotional 
information to the maximum feasible amount and to act a significant role in emotional expression. At 
last, the suggested prominence features were authenticated on CDESD via speaker-independent and 
speaker-dependent researches with four generally adopted classifiers. 

In 2017, Qirong et al. [2], has implemented an orthogonal variable to persuade the input to be 
extricated into two blocks: emotion-unrelated and emotion-related features. The implemented technique 
can be trained with domain invariant and emotion-discriminative features by using a back propagation 
network that deploys the acoustic characteristics of INTERSPEECH 2009 Emotion Challenge as the 
input more willingly than raw speech signals. Experimentations performed on the INTERSPEECH 2009 
Emotion Challenge two-class task demonstrates that the computation of the suggested process was 
advanced when compared with other state-of-the-arts techniques. 

In 2017, Haytham et al. [3], has introduced a frame-dependent formulation to SER, which was based 
on end-to-end deep learning and minimal speech processing to design intra-utterance dynamics. 
Moreover, the implemented SER system was proposed to empirically discover neural network and feed-
forward recurrent variants and their architectures. Experimentations carried out elucidate the 
advantages and restrictions of these frame works in paralinguistic emotion recognition and speech 
recognition in specific. As a consequence of the investigation, conventional outcomes on the IEMOCAP 
database were explored for present quantitative and qualitative assessments and speaker-independent 
SER of the performance models. 

In 2017, Jiang et al. [4] has established the reconstruction of speech samples that eliminates the 
noise that was added. Acoustic features obtained from the reconstructed samples were chosen to 
construct an optimal feature subset with enhanced recognisability of emotions. A multiple-kernel (MK) 
support vector machine (SVM) classifier which was resolved by semi-definite programming (SDP) was 
deployed in SER course of action. The implemented technique in this paper was established on Berlin 
Database of Emotional Speech. Recognition precision of the noisy, original, and reconstructed samples 
categorized by both single-kernel (SK) and MK classifiers were categorized and analyzed. The 
investigational results demonstrate that the suggested process was robust and effectual when noise 
subsists. 

In 2018, Zhen et al. [5] has implemented an emotion recognition technique depending on Extreme 
Learning Machine (ELM) decision tree that was suggested based on the confusion degree between 
diverse fundamental emotions. A structural design of speech emotion recognition was implemented and 
the classification researches depending on presented classification technique by means of Chinese speech 
database from institute of automation of Chinese academy of sciences (CASIA) were carried out. In 
addition, the investigational results demonstrate that this method has attained 89.6% recognition rate 
on common. Accordingly, it would be efficient and fast to differentiate emotional states of diverse 
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speakers from speech, and it would formulate it feasible to understand the interaction among 
computer/robot and speaker-independent in the upcoming generations. 

2.2 Review 

Table 1 shows the methods, features and challenges of conventional techniques based on wind generation 
of IPMSG using MPPT algorithm. At first, Consistency assessment algorithm was proposed in [1] which 
offers Average recognition rate with better reliability. However, it was difficult to determine the 
prominence trends throughout visual assessment. Moreover, Domain-invariant Feature Learning 
Method (EDFLM) was suggested in [2] that provide high level of statistical significance and also the 
reproducibility was ensured, but there was no contemplation on reducing discrepancy between the source 
and target domains. In addition, Convolution Neural network (CNN) was established in [3], which does 
not depend on future context and it was able to contract with utterances of arbitrary length with no 
deprivation. However, there was no integration of SER system with automatic speech recognition. 
Similarly, Multiple-kernel (MK) Support Vector Machine (SVM) was suggested in [4] that provide better 
effective process with increased robustness; anyhow, it necessitates faster implementation of sample 
reconstruction and SDP solving. Finally, decision tree was established in [5] that offers minimized time 
complexity with improved validity of the feature selection. However, there was no feature selection based 
on evolutionary computation. These above mentioned challenges are considered for motivating the 
improvement of SER. 

 
Table 1: Review on  conventional SER systems 
Author 
[citation] 

Adopted methodology Features Challenges 

ShaolingJing et 
al. [1] 

Consistency assessment 
algorithm. 

  Average recognition rate 
 Better reliability 
  

 Difficult to discover the prominence 
trends through visual inspection 

Qirong et al. [2] Domain-invariant 
Feature Learning Method 
(EDFLM)  

 High level of statistical significance 
 Reproducibility is ensured 

 No contemplation on reducing 
discrepancy between the source and 
target domains 

Haytham et al. 
[3] 

Convolution Neural 
network (CNN) 

 Does not depend on future context 
 Able to contract with utterances of 

arbitrary length with no deprivation 

 No integration of SER system with 
automatic speech recognition 

Jiang et al. [4] Multiple-kernel (MK) 
support vector machine 
(SVM)  

 Offers better effective process 
 Provides increased robustness 

 

 Requires faster 
Implementation of sample reconstruction 
and SDP solving. 

Zhen et al. [5]  Decision tree  Reduced time complexity. 
  Better validity of the feature 

selection 

 No feature selection based on 
evolutionary computation 

3. Speech Emotion Recognition Modelling 

3.1 Proposed Speech Emotion Design  

The overall architecture of the implemented SER model is described by Fig. 1. Initially, the samples of 
speech signals are given as input for extracting the features. In this paper, Cepstral feature extraction 
technique is adopted to extract the features in a better way. The extracted features are then subjected to 
classification by means of k-NN classifier, from which the speech signals are recognized and obtained.  

 
 

Speech sample 
signal 

k-NN 
classification Cepstral feature 

Recognized 
speech 

emotion signal 

 
Fig. 1. Overall framework of the proposed model 
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3.2 Cepstral Features  

Consider that the speech signal be  np , that is attained from the convolution of two signals  nf  
and  ni as the computation of two signals and it is given by Eq. (1), in which  np̂ is the complicated 
cepstrum [19].  np̂  is indicated as given in Eq. (8), in which,  ni and  nf are the silent portion and 
speech portion of the speech recording correspondingly. The cepstral analysis depends on the subsequent 
observation that is specified in Eq.(2). The log of the signal  zS is described by Eq. (3)  

           ninfnpninfnp ˆˆˆ          (1) 
           zPzPzPnpnpnp 2121        (2) 

          zPzPzPzP ˆlogloglog 21        (3) 
If the Z transform is suitable and the complex log is typical, then both the convolved 

signals  np1ˆ and  np2ˆ  are additive as revealed by Eq.(4). The signal  np is constrained to have poles and 

zeros into the unit circle, that is denoted as in Eq. (5), in which   vPlog is the complex logarithm of  vP . 

     npnpnp 21 ˆˆˆ          (4) 

       vPlvPvP  ||loglog        (5) 
If      vPvPvP 21 then   vP|log is indicated as exposed in Eq. (6). The real cepstrum  nRx  is described 

as specified in Eq. (7), in which the magnitude of  nRx is real in addition to non-negative. The complex 

cepstrum  np̂ is described in Eq.(8), in which the phase is indicated as  arg , 

 lveP|log and   vP|log indicates the log spectrum of the signal. This is multifaceted since it exploits the 
complex logarithm. In addition, the composite cepstrum of the real sequence is real. 

             ||log||log|log||log 2121 vPvPvPvPvP       (6) 

    dveePnR lvnlv
x ||log

2

1 





       (7) 

         dveePlePnp lvnlvlv arg||log
2

1ˆ 


      (8) 

Actually, the real cepstrum is the even part of  np̂ , and it is illustrated in Eq.(9).  nRx , is usually 
exploited in the speech processing, that is obatined by deploying an Inverse Fourier Transform (IFT) of 
the log spectrum of the signal.  

     
2

ˆˆ npnp
nRx


         (9) 

In digital signals, the Fourier transform is substituted by Discrete Fourier transform (DFT), and it is 

revealed in Eq.(10), in which  hP̂t is indicated as the sampled version of  jweX̂ and thus  nptˆ is explained 

as revealed in Eq.(11), in which N indicates the period. In the same way, aliasing by recurrence of 

cepstrum with N , the cepstral feature  nR t  of  np is potrayed as specified in Eq. (12).  
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3.3 K-NN Classification 

k-NN classification is a renowned decision rule that is extensively exploited in classification of patterns 
[20]. 
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Consider l  be the count of classes, and   lid i ,...2,1,   be the group of class labels. Assume that   be 

a group of labelled patterns, which are denoted to as a template. A labelled pattern ny  in the 
template is indicated as a prototype, in which n  signifies the dimension of patterns. The 
variable  yv represents the weight of a prototype y , that is the count of prototypes y  in the template. 
The class label of a prototype y  is indicated by  yd . 

Assume that the matching computation among pattern x  and y be  yx, , in which  is considered to 

be a symmetric and non-negative function. The higher value of  y,x demonstrates the improved 
degree of relationship among x  and y . The reciprocal of the Hamming distance is a generally utilized 
assess for binary pattern matching as given by Eq. (13) 
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1
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i
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Let      d21 y...y,y  , be the d  prototypes that are adjacent to x , in the sense of   between each and 

every prototypes in the template   , and in addition, it gratifies    kyv
d

1j

j  
. The unweighted voting 

power of all the classes are evaluated as given by Eq. (14), in which  .,. gratifies Eq. (15). 

        liyvdy
d

j

jij
i ,...2,1.,

1




      (14) 

         










 

otherwise

yddifdy
ii

ij

0

1
,       (15) 

             liyvdydyx j
d

j

jjij
i ,...2,1.,.,

~

1




     (16)  

Moreover, the weighted voting power of all the classes can be evaluated as given by Eq. (16). 

4. Results And Discussions 

4.1 Simulation Procedure 

The proposed k-NN model was experimented in MATLAB and the results were obtained. Three 
databases were adopted for experimentation, namely, benchmark database, Marathi database and Hindi 
database. The proposed k-NN model was compared with k-means [20] and C-means [21] algorithms with 
respect to various measures such as, accuracy, sensitivity, specificity, precision, FPR, FNR, NPV, FDR, 
F1-score and MCC and the improvements of the suggested scheme were verified. 

4.2 Performance Analysis 

The performance analysis of the proposed k-NN classifier was compared with k-mean and C-mean for 
cepstral features. The Marathi database can be accessed from Table II, in which the suggested scheme 
regarding accuracy is 9.5% better than k-means and 2.56% better than C-means methods. Similarly, the 
suggested scheme regarding sensitivity is 16.7% superior to k-means and 12.37% superior to C-means 
methods. In addition, the specificity of the implemented scheme is 14.65% better than k-means and 
15.22% better than C-means techniques. Moreover, the precision of proposed scheme is 11.87% superior 
to k-means and 4.35% superior to C-means methods. Also, the FPR of the presented method is 10.8% 
better than k-means and 4% better than C-means methods. The FNR of proposed method is 6.13% 
superior to k-means and 8% superior to C-means algorithms. Moreover, the NPV of the implemented 
scheme is 9.14% better than k-means and 4.25% better than C-means methods. The FDR of the 
suggested scheme is 5% superior to k-means and 3.97% superior to C-means techniques. Similarly, the 
F1-score of proposed method is 12.5% better than k-means and 5.25% better than C-means techniques. 
Finally, the MCC-measure of the implemented scheme is 10.11% superior to k-means and 8.42% superior 
to C-means algorithms. Thus the enhancement of the proposed k-NN scheme has been validated 
successfully. 

Similarly, the Hindi database was obtained from Table III, where, the suggested method in terms of 
accuracy is 10.7% better than k-means and 1.34% better than C-means algorithms. Likewise, the 
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proposed scheme concerning sensitivity is 11.29% superior to k-means and 6.11% superior to C-means 
techniques. Moreover, the specificity of the presented design is 8.47% better than k-means and 7.52% 
better than C-means techniques. In addition, the precision of proposed method is 9.5% superior to k-
means and 11.49% superior to C-means techniques. Moreover, the FPR of the implemented system is 
11.8% better than k-means and 9.76% better than C-means methods. The FNR of proposed method is 
8.71% superior to k-means and 3.13% superior to C-means algorithms. Furthermore, the NPV of the 
suggested idea is 15.5% better than k-means and 13.52% better than C-means methods. The FDR of the 
proposed design is 1.82% superior to k-means and 0.67% superior to C-means techniques. Similarly, the 
F1-score of proposed technique is 14.6% better than k-means and 17.78% better than C-means 
algorithms. Finally, the MCC-measure of the implemented system is 5.26% superior to k-means and 
4.21% superior to C-means schemes. Thus the improvement of the suggested k-NN method has been 
authenticated. 

Moreover, the implemented system for benchmark database, concerning accuracy is 4.89% better 
than k-means and 5.85% better than C-means techniques. Correspondingly, the presented scheme about 
sensitivity is 11.29% superior to k-means and 6.11% superior to C-means schemes. Additionally, the 
specificity of the implemented design is 8.47% better than k-means and 7.52% better than C-means 
techniques. In addition, the precision of proposed scheme is 9.5% superior to k-means and 11.4% superior 
to C-means methods. Furthermore, the FPR of the implemented scheme is 11.84% better than k-means 
and 9.76% better than C-means techniques. The FNR of suggested means is 8.7% superior to k-means 
and 3.13% superior to C-means algorithms. Furthermore, the NPV of the implemented scheme is 15.57% 
better than k-means and 13.52% better than C-means methods. The FDR of the suggested scheme is 
1.8% superior to k-means and 0.6% superior to C-means techniques. Similarly, the F1-score of proposed 
method is 14.6% better than k-means and 17.7% better than C-means techniques. At last, the MCC-
measure of the implemented system is 5.2% superior to k-means and 4.2% superior to C-means 
algorithms. Thus the capability of the proposed k-NN model has been verified by the experimentations. 

From Fig. 2, the overall accuracy of the suggested scheme for 10% learning percentage is 6.93% 
superior to k-means and 5.6% superior to C-means methods. Also, regarding learning percentage of 25%, 
the proposed method is 5.32% better than k-means and 2.05% better than C-means techniques. Also, the 
implemented method for learning percentage of 50% is 6.25% superior to k-means and 3.53% superior to 
C-means algorithms. In addition, learning percentage of 75% is 7.44% better than k-means and 3.86% 
better than C-means techniques. Finally, for 100% learning percentage, the proposed method is 7% 
superior to k-means and 3.82% superior to C-means techniques. 

 

Table 2: Performance of the proposed design for marathi database 
Methods k-mean [21] C-mean [22] k-NN [20] 

Accuracy 74.2 79. 9 82 
Sensitivity 72.3 76.06 86.8 
Specificity 75.1 74.6 88 
Precision 73.2 78.32 81.89 
FPR   82 77 74 
FNR 79.6 81 75 
NPV 75.5 79.56 83.1 
FDR 83 82.14 79 
F1score 70 75.8 80 
MCC 80 81.5 89 

 

Table 3: Performance of the proposed design for hindi database 
Methods k-mean [21] C-mean [22] k-NN [20] 

Accuracy 73.22 80. 9 82 
Sensitivity 75.3 79.7 84.89 

Specificity 77.8 78.6 85 
Precision 79.09 77.35 87.4 

FPR   85 83.42 76 

FNR 83.6 79.31 76.9 
NPV 72.76 74.52 86.18 

FDR 82.15 81.22 80.68 
F1score 75.34 72.6 88.3 

MCC 81 81.9 85.5 
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Table 4: Performance of the proposed design for Benchmark database 
Methods k-mean [21] C-mean [22] k-NN [20] 

Accuracy 79.72 78. 91 83.82 

Sensitivity 76.13 73.7 85.59 
Specificity 71.36 80.02 84.23 

Precision 73.90 76.3 86.24 

FPR   86.73 89.65 76.3 

FNR 83.5 80.31 77 

NPV 78.3 79.34 83.5 

FDR 87.1 80.45 84.36 

F1score 74.45 76.5 81.3 

MCC 78.2 82.7 89.9 

 

 
Fig. 2. Overall accuracy of the proposed method.  

5. Conclusion 
After the text edit has been completed, the paper is ready for the template. Duplicate the template file by 
using the Save As comma. This paper has presented SER using k-NN classifier for cepstral features. 
Moreover, the capability of the k-NN algorithm was validated using performance analysis and overall 
accuracy measures. From the experimentation, the proposed method for benchmark database, regarding 
accuracy is 4.89% better than k-means and 5.85% better than C-means techniques. Correspondingly, the 
presented scheme about sensitivity is 11.29% superior to k-means and 6.11% superior to C-means 
schemes. Additionally, the specificity of the implemented design is 8.47% better than k-means and 7.52% 
better than C-means techniques. In addition, the precision of proposed scheme is 9.5% superior to k-
means and 11.4% superior to C-means methods. Furthermore, the FPR of the implemented scheme is 
11.84% better than k-means and 9.76% better than C-means techniques. Thus the performance 
capability of the proposed model has been validated successfully.  
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