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Abstract: Internet of Things (IoT) is a novel Internet revolution and it creates the Objects themselves communicate 
information, recognizable; attain intelligence, regarding themselves as well as they can access information, which is 
collected by other things. Nevertheless, the IoT network of physical devices and objects is frequently vulnerable to attacks 
such as Denial of Service (DoS) and DDoS. Till now, numerous studies have been conducted to eradicate the aforesaid 
threat problem and in this case, this work tries to present a novel attack detection model. The adopted attack detection 
model creates DevOps interconnection as it generates connections among expansion as well as IT operations. Moreover, a 
developed attack detection system assures the operations security of diverse applications. Therefore, the adopted model 
involves two main stages such as adopted feature extraction well as classification. From each application, the data are 
processed in the primary phase of the feature extraction, wherein statistical as well as the higher-order statistical features 
are merged. Then, to classification procedure, the extracted features are fed; here it ascertains the occurrence of the 
attacks. This work attempts to use the optimized Deep Belief Network (DBN) model for the classification procedure, in that 
the activation function is optimally tuned. In addition, optimal tuning procedure is a serious feature and is obtained merely 
using some optimization logic. This work develops a novel hybrid approach called GSA-PSO, which is the combination of 
Genetic Algorithm (GA), Simulated Annealing (SA), and Particle Swarm Optimization (PSO) correspondingly. At last, the 
adopted model performance is evaluated with the existing model regarding certain performance metrics.   

Keywords: Activation Function, Attack, DBN, DevOps, DoS, IoT, Statistical Features. 
 

 
Nomenclature 

Abbreviations  Descriptions 
IoT Internet of Things  
ABC Artificial Bee Colony  
HSN High-Speed Network  
GA Gentic Algorithm 
DL Deep Learning  
DevOps Development and Operations  
ML Machine Learning  
SA Simulated Anealing  
RPL Routing Protocol for Low-Power and Lossy network  
PD Probability Distribution 
DoS Denial of Service  
DBN Deep Belief Network  
ID Intrusion Detection  
NIDS Network Intrusion Detection Systems  
PSO Particle Swarm Optimization Algorithm  
PDR Packet Delivery Ratio 
BLSTM Bidirectional Long Short-Term Memory  
DDoS Distributed Denial of Service  
LAE Long Short-Term Memory Autoencoder 
SD-IoT Software-Defined IoT  
MSE Mean Squared Error  
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1. Introduction 
Nowadays, IoT is turn out to be well-liked, as well as it is observed in vehicles, homes, as well as wearable 
devices. IoT involves a lot of interlinked devices, such as public facilities, household appliances, unmanned 
aerial vehicles, wearable equipment, medical equipment, as well as interlinked vehicles with other 
applications which need networking. In the past decade, tens of billions of devices with a diversity of 
vulnerabilities will be linked to IoT [1]. Aforesaid networking devices contain no security protocol, no user 
interface, as well as no computing as well as storage ability to allow firewalls as well as diagnostic tools. 
In addition, they cannot directly link to Internet through WiFi. These vulnerabilities stand for enticement 
not only for organizations that desire to gather the data to attain intelligent management as well as 
digital proof but also for those who desire to distribute other malicious intrusions or DDoS attacks. If a 
DDoS attack is performing well, it might intimidate human life safety as well as even indirectly or directly 
cause destruction and death. Nowadays, numerous instances have been exhibited; IoT is threatening to 
viruses. The new DDoS attack has shown that loopholes are ever-present in IoT that are still in the 
primary phase. The enormous number of IoT devices might mistakenly turn out to be assistance to DDoS 
attacks without the security precautions [2]. 

Nowadays, IoT is turn out to be well-liked, as well as it is observed in vehicles, homes, as well as 
wearable devices. IoT involves a lot of interlinked devices, such as public facilities, household appliances, 
unmanned aerial vehicles, wearable equipment, medical equipment, as well as interlinked vehicles with 
other applications which need networking. In the past decade, tens of billions of devices with a diversity 
of vulnerabilities will be linked to IoT [1]. Aforesaid networking devices contain no security protocol, no 
user interface, as well as no computing as well as storage ability to allow firewalls as well as diagnostic 
tools. In addition, they cannot directly link to Internet through WiFi. These vulnerabilities stand for 
enticement not only for organizations that desire to gather the data to attain intelligent management as 
well as digital proof but also for those who desire to distribute other malicious intrusions or DDoS 
attacks. If a DDoS attack is performing well, it might intimidate human life safety as well as even 
indirectly or directly cause destruction and death. Nowadays, numerous instances have been exhibited; 
IoT is threatening to viruses. The new DDoS attack has shown that loopholes are ever-present in IoT 
that are still in the primary phase. The enormous number of IoT devices might mistakenly turn out to be 
assistance to DDoS attacks without the security precautions [2]. 

For lossy IoT networks as well as resource-constrained RPL is considered as a standard routing 
protocol. To construct the network with huge numbers of IoT nodes, the RPL is an IPv6 enabled distance-
vector proactive routing protocol that is exploited as well as its topology is much flexible in static and 
mobile circumstances. In order to securely connect the IoT devices over the complex botnet attacks, the 
ML approaches were used to model the NIDS. At strategic points, such NIDS can be deployed with an 
IoT network. Especially, DL is considered as a developed ML technique that presents a unique ability for 
automatic extraction of features from large-scale, HSN traffic produced by interlinked heterogeneous [3]. 

In IoT systems, NIDS approaches exploited in traditional computer networks are not proficient for 
detection of botnet because of the memory requirements as well as high computation by taking into 
consideration of resource-constraints in IoT devices. To overwhelm the ML disadvantaged the optimal 
solution is the DL approach. This approach indicates the data by exploiting the multiple processing 
layers of computational techniques. Moreover, DL can present a deep depiction of raw data and classify 
or predict the data more precisely than ML due to its multilayer structure. Nevertheless, the direct 
accomplishment of complex DL techniques in IoT devices is challenging due to the restricted storage, 
computation, as well as energy abilities of IoT devices. Hence, exploiting the DL for the detection of 
attack is not a direct manner in IoT [4]. In IoT networks to model, an effectual DL approach for botnet 
detection, an adequately huge number of network traffic information is required to assure the effectual 
performance of classification. Nevertheless, analyzing as well as the processing of high dimensional 
network traffic data cause to dimensionality curse. In addition, the DL models training with the high 
dimensional data lead to Hughes phenomena. A large amount of computational resources, as well as 
storage ability, is needed because of the complex high dimensional data processing. To store a large 
number of network traffic DL approach is needed because IoT device does not possess adequate memory. 
Hence, end-to-end DL-based botnet detection model is required to minimize the big network traffic 
features high dimensionality as well as notice complex and current botnet attacks precisely on the basis 
of the minimum-dimensional network traffic information [5]. 

The major objective of this research is to work on an attack detection technique as well as created by 
interconnecting of DevOps as it creates the association among the advancement and IT operations. The 
developed attack detection technique assures the security of the system and it involves two stages such 
as developed feature extraction as well as classification. At the initial phase, the developed feature 
extraction procedure is developed to produce the classification outcomes accurately. The classification 
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phase is the subsequent stage, wherein the extracted features undergo the classification by exploiting the 
optimized DBN. In DBN, the activation function is optimally tuned by exploiting the adopted GSA-PSO 
optimization approach. At last, the developed technique performance is evaluated with the existing 
techniques as well as the outcomes are evaluated with several performance metrics. 

2. Literature Survey 
In 2020, AHMED SAMY et al [1], presented a complete attack detection model for a robust, distributed, 
and the rate of high detection to identify various IoT cyber-attacks by exploiting the DL. The developed 
model presents an attack detector on fog nodes due to its high computational capacity distributed nature, 
and closeness to edge devices. In 2019, Sarumathi Murali et al [2], presented a novel ABC, which was 
enthused using a mobile Sybil attack modeling as well as a Lightweight ID approach for Sybil attack in 
mobile RPL. In addition, three diverse classifications of Sybil attack based on its behavior were 
considered, as well as then RPL performance was analyzed in Sybil attack regarding the control traffic 
overhead, PDR, and energy utilization. In 2018, DA YIN et al [3] presented a universal model for SD-IoT 
on the basis of the SDx paradigm. The adopted model comprises a controller pool comprising SD-IoT 
switches and SD-IoT controllers combined with IoT devices and IoT gateway. Subsequently, a technique 
was proposed named SD-IoT framework to detect as well as mitigate the DDoS attack. Also, the adopted 
model was exploited to ascertain if DDoS attacks happen in the IoT, and also cosine similarity of vectors 
of packet-in message rate at boundary SD-IoT switch ports was exploited.  In 2020, Segun I. Popoola et al 
[4], worked on the IoT, here; feature dimensionality of large-scale IoT network traffic data was 
minimized by exploiting the encoding phase of LAE. The long-term inter-related changes were analyzed 
in a low-dimensional feature set which was generated using LAE to classify the network traffic samples 
properly, by exploiting deep BLSTM. In 2017, Ding-Chau et al [5], developed an intrusion detection 
attack–defense game IoT systems for that autonomous IoT devices worked together to resolve an issue. 
An analytical approach was developed to ascertain the circumstances in that malicious nodes possess no 
incentives to carry out the attack in intrusion detection attack–defense game. Additionally, a stochastic 
Petri net approach was developed to verify the effectiveness of attack–defense behaviors on system 
reliability, stating a description of system breakdown circumstances as input.  

3. System Model for Attack Detection in IoT 
This paper presents DevOps, as well as the novel idea to ensure DevOps security through IoT based 
attack detection model. Fig 1 demonstrates the architectural model of the DevOps case in IoT. This 
DevOps includes ‘Development end’ and ‘Operation end. In the development end, the development case 
gets continued, and in the operation end, the working case (applications) is continued under the operation 
end [10].  

The most significant process in the development end attains the accountability of the security 
assurance of the application as well as it is probable by examining the data of every application. Using the 
IoT, the information associated with the security assurance is handled to the adopted attack detection 
model, wherein the attack presence gets ascertained and a warning signal is stated to the corresponding 
applications. Fig. 1 demonstrates the architectural model of the DevOps case in IoT. 

3.1 Feature Extraction 
The major objective of this study is to present a new attack detection technique which comprises two 
stages named Classification as well as feature extraction. Here, at the starting phase data is gathered 
from “https://archive.ics.uci.edu/ml/datasets/detection_of_IoT_botnet_attacks_N_BaIoT#, which contains 9 
applications such as Danmini_Doorbell, Ecobee_Thermostat, Ennio_doorbell, Phillips_B120N10_Baby_ 
Monitor, rovision_PT_737E_Security_Camera, Provision_PT_838_Security_Camera,  Samsung_ SNH_ 
1011_N_Webcam, SimpleHome_XCS7_1002_WHT_Security_Camera, and SimpleHome_ 
XCS7_1003_WHT_Security_Camera”.  

The primary objective of the developed model is the normalization of the data, wherein the collected 
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0 to 1 and are stored for further procedure. The normalization procedure is stated as below:  
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Normalization: Normalization of the database is represented as an approach to arrange the data 
within the database. Eq. (1) defines the process of normalization is performed over the data previous to 
the feature extraction procedure. 

toNj,toMi
ij

ij

)d̂max(

d̂
N

11 

       (1) 

The features like median, mean, std dev, 3211 f,f,fFt   ; the statistical measures like mean as well as 
higher-order statistical features 3212 h,h,hFt   higher-order moments, skewness, as well as kurtosis, are 
extracted from normalized data }x,...,x,x{X n21 , in the feature extraction stage. By means of normalized 
data, ]FtFtX[Ft 21  these higher-order statistical features and extracted statistical are merged that are 
subjected as extracted features. Subsequent to this, to identify attack's existence in IoT, extracted features 
undergo the classification. Therefore, the DBN is used for the classification in this paper. In the DBN the 
activation function and hidden neuron optimal tuning is handled using a novel optimization approach to 
obtain accurate attack detection. Fig. 2 demonstrates the block diagram of the adopted attack detection 
technique in IoT. 

 

3.1.1 Association Model amid adopted Statistics with existing Statistics 

The feature extraction process is considered the major objective of this paper. This work proposes a novel 
adopted feature extraction to improve the accurate feature extraction. Therefore, the survived features are 
augmented beside statistical, and higher-order statistical features are estimated. Furthermore, the 
connection between survived and adopted statistics is described as below:  
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Fig.1. Architectural model of DevOps case in IoT 
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Fig.2. Block diagram of adopted IoT based attack detection approach 
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In the conventional statistics, the botnet dataset is exploited and it comprises nine applications that 
include entirely 115 features Ft =115. These conventional features undergo correlation beside the labels l  
and at last attained with 115 values (that is correlated values 115vl ). Subsequent to that, an average 

avg  of these correlated values is used. After that, from complete values (that is 115) every correlated 

value vl  is evaluated with the average avg , as well as vl that is higher or equivalent to the average is 

added. C represents as the correlated number.  
The 115 features are comprised of the adopted statistics. Hence, the complete features are Ft =121. 

Furthermore, these features are labels that experience correlation and therefore increase the 121 
correlated values that are 121vltot  and the average of these 121 correlated values is performed. 

From vltot each correlated value is evaluated with the avg value, and the number C  of the correlated 

values which is higher or equivalent to avg value is noted.  

3.1.2  Statistical and Higher-Order Statistical Features[8] 

Mean: It represents the sum of numerical values of each examination to a total number of examinations 
[8]. Eq. (2) indicates the mean that can be calculated for the dataset comprises nx,...,x,x 21  values. 
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Variance: It is a random variable X that is the accepted value of the squared deviation from the mean 
of X , )X(E which is explained in Eq. (3). 

 ])X[(E)X(Var 2         (3) 
Standard deviation: It represents as a   (sigma) and in eq. (4) the square root function of the variance 

X  is explained. 

])X[(E 2       (4) 
Skewness: It is referred to as an asymmetry measure of a real-valued arbitrary variable of PD 

regarding its mean. 1 represents the skewness of arbitrary variable X  and it is stated in Eq. (5). 
























3

1
X

E           (5) 

Kurtosis: It is represented as a measure of "tailedness" of a real-valued arbitrary variable of PD and it 
is stated in Eq. (6). 
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Higher-order moment: It is an exacting quantitative measure of a functional shape. For an actual 
variable, “a real-valued continuous function” )x̂(f in the n -th moment regarding a value c is expressed in 
Eq. (7). 
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At last, features acquired from the process of feature extraction are merged data Ft . These features are 
subsequently subjected to the classification procedure.  

4. Precise Attack Detection USING DBN based Classification  

4.1 Deep Belief Network 
Here, the DBN approach is exploited for the classification of the extracted features; it is used to identify 
the attack presence in IoT. DBN [6] [7] is considered as an academic technique that comprises multiple 
layers with hidden layers and visible layers.  

Moreover, the visible layers are comprised of input layers wherein the hidden layer comprises output 
layers. Each input neuron is interlinked to the hidden neurons however no links are advantaged among 
visible and hidden neurons. The reality, hidden as well as visible neuron links is supposed that symmetric 
as well as exclusive. The accurate output is ascertained using the stochastic neuron approach for a given 
input. In the Boltzmann network, due to the stochastic nature of the output neuron, it seems to be 
probabilistic and the outcome is explained in eq. (8). The eq. (9) states the “sigmoid shaped function” 
probability [6]. 
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In this, pseudo-temperature  is stated as sT  and eq. (10) states the stochastic approach deterministic 
model.  
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     (10)                

Here, for the feature extraction process, a set of RBM layers is used and a multi-layer perceptron is 
used for classification. Eq. (11) is exploited for the Boltzmann machine’s energy and also it is exploited for 
the neuron state composition n , wherein the weight between the neurons is expressed as b,awt and 

a indicates biases. Eq. (12), (13), and (14) explain the energy descriptions considering visible and 

hidden  d,e   neuron’s joint composition, wherein the binary state of the visible unit a is expressed as ae , 

bl indicates the binary state of the hidden unit b and ak and al indicates the applied biases within the 

network. 
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                 (14)                                               

The RBM learning pattern is represented as the input data PD which encod as the weight parameters. 
In fact, by exploiting RBM training, the proposed probabilities can be increased, and the eq. (15) states the 
assignment of weight. 
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        (17)                                                              

  Eq. (16) indicates the assigned RBM model assigned probability for every sensible pair of visible as 
well as hidden vectors. On the basis of eq. (17), H indicates the partition function. As it is a difficult task 
to attain expectations sampling in distribution stated as format, the CD learning approach is exploited. 
Then, the CD approach is described as follows: 

a) The training samples e  are decided as well as support inward visible neurons. 

b) The hidden neurons probabilities dp are estimated, by ascertaining Wt  represents the weight 

matrix product as well as e indicates the visible vector as  Wt.epd  , based on Eq. (18). 
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c) Examine the hidden states d from probabilities dp  . 

d) Estimate vectors exterior product  e as well as
d

p  , 
allocate as the positive gradient sT

d
p.e  . 

e) Eq. (19) verifies visible state's reconstruction e from hidden states d . In addition, the testing is 
essential on the hidden states d from the visible state reconstruction e .  
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f) Allocate the negative gradient, Calculate the exterior product of e and d , sTd.e   . 

g) Using eq. (20), recognize the updated weight, wherein  represents the learning rate. 

  Wt                     (20)                                   

h) By eq. (21), the weights are updated with new values is performed. 

bababa wtwttw ,,,                        (21)         

      On the basis of the MLP approach, the learning procedure is performed, let the training 
patterns  hh O,J , in this h signifies the training patterns number, Rh 1 , hJ and hO  signifies input 
vector and necessary output vector respectively.  Each neuron error in b  within the output layer is 
determined using eq. (22). Therefore, Eq. (23) presents the pattern’s squared error h followed by MSE 
based on Eq. (24). 
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4.2 Objective Model 
In the adopted detection of attack model, the optimized DBN technique is used, wherein the hidden 
neurons d and activation function are optimally tuned using the adopted optimization approach. In reality, 
the activation function tuning undergoes the decision if to select the “sigmoid, relu or tanh function of 
DBN”. Eq. (25) denotes the objective function. 

)RMSEmin(obj       (25) 

4.3 Proposed GSA-PSO Optimization Model 
In this paper, the integration of the GA, SA, and PSO approaches [9] are presented. Here, the Particles 
alter their locations as well as velocities in PSO exploiting the learning experiences of particles as well as 
the complete population [12]. 

vi and xi indicates the velocity as well as the position of each particle i .  ix
 represents a locally 

optimal location of each particle i . Consider ix
 represents a globally optimal location of the complete 

population. Especially, iv  and ix  are represented as below: 
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2212          (26) 

iii vxx              (27) 

In (26) 1  and 2  represents the two arbitrary constants uniformly produced in (0; 1). 1  represents 
the inertia weight. The coefficients of social accelerations, as well as individual, are represented as 

2̂ and 2̂ , correspondingly, as well as they reproduce the influence of ix̂ and x̂ . 

The premature convergence occurs, as l as the optimization process oscillates if ix̂ and x̂ differs 

considerably in PSO. The genetic operations in GA’s [11] can generate better particles which improve the 
PSO’s global search capability. Therefore, consider ´ ix̂  represents a location of a better particle modeled 

for each particle i . The optimization procedure of PSO is directed by each better particle. Here, ´ ix̂ is 

modeled as integration of ix̂ and x̂ that is; 

2212
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Subsequently, for each particle the iv  and ix  and i  are updated as: 

 iiii xx̂vv  331         
 (29) 

iii vxx             (30) 
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wherein 3  represents a vector of arbitrary counts uniformly produced in (0; 1) as well as 3  
represents the acceleration coefficient of each better particle.  

Moreover, by means of binary encoding,  ix̂ as well as x̂ are attained and their velocities or locations 

are modeled as a binary bits string. Consider 5  represents the mutation likelihood. The single-point 

crossover operation is carried out in ix̂ as well as x̂ to generate offspring ix̂ for every particle i . 

Subsequently, mutation operation is performed on every bit of ix̂ with a definite probability 5 . “The 
aforesaid operations can evade the premature trap into local optima”. Moreover, a selection operation is 
carried out to identify if ix̂ or ix̂ is selected to direct the search procedure of every particle i . 

Purposely,     ii xx  1 , ix̂ is selected as a better particle for each particle i ; else, ix̂  is selected as a 

better particle. Thus, a better particle is selected for each particle. Consider g
ix  and 1g

ix  represents the 

locations of a particle i  in iterations g and g+1. Subsequently, 1g
ix  is updated as: 

 g
iiii xx̂vv  331      (31) 

 i
g
i

g
i vxx 1         (32) 

If     g
i

g
i xx  1 , 1g

ix  is chosen; or, it is conditionally chosen if  

    
4

4

1



 

g

g
i

g
i xx

e      (33) 

wherein g
4  indicates the temperature in iteration g; 4  indicates an arbitrary number uniformly 

generated in (0,1). GSP integrates the benefits of SA, GA, and PSO by combining the genetic operations 
of GA’s on ix̂ and x̂ to generate the better particles, as well as updating locations of particles with SA’s 

Metropolis receipt principle. Therefore, the search capability of PSO in GSP is enhanced.  

5. Result Analysis 
In this section, experimentation analysis of the adopted technique over the conventional models was 
demonstrated. “The applications that were used in this work have been downloaded from 
https://archive.ics.uci.edu/ml/datasets/detection_of_IoT_botnet_attacks_N_BaIoT#”.  Moreover, the 
performance of the adopted DBN model was tested with the existing DBN technique regarding the 
adopted features and the outcomes were analyzed. 

Fig 3 and 4 exhibit the effect of adopted training in the GAF-GYT attack and Mirabai attack. 
Moreover, the adopted DBN model is evaluated the performance is evaluated with the conventional DBN 
technique by exploiting the adopted features concerning the positive and negative measures. 

 

 
Fig.3. Performance analysis of adopted as well as existing techniques regarding GAF-GYT attack 
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Fig.4. Performance analysis of adopted as well as existing techniques regarding Mirai attack 

6. Conclusion 
The major objective of this study was to present a novel attack detection technique. This proposed attack 
detection model creates the interconnecting of DevOps as it creates the association among the 
advancement as well as the IT operations. Moreover, the developed attack detection technique has 
assured the operation security of the different applications, and also it was consisting of two stages like 
developed feature extraction as well as classification technique. The primary phase was the feature 
extraction stage, statistical and higher-order statistical features were merged with data from every 
application. Subsequent to the extracted features the classification procedure was used, wherein it 
recognizes the presence of the attack. This work has used the optimized DBN for the classification process, 
in which the DBN activation function was tuned optimally. Therefore, a novel GSA-PSO optimization 
approach was developed, which was the integration of GA, SA, and PSO. At last, adopted model 
performance was evaluated over conventional techniques concerning the positive and negative metrics 
and therefore it revealed its effectiveness.  
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