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Abstract: The brain’s electrical activity and behavior is the neurophysiologic measurement by Electroencephalogram 
(EEG) by making a record of the EEG signal from the electrodes placed at the scalp. In most of the cases, the EEG signal 
gets muddle up with other biological signals and hence leads to artifacts. In the medical field, it is a challenging task to 
remove these artifacts from the EEG signal. This paper formulates a novel artifact removal model from multi-channel EEG 
data by hybridizing the Grey Wolf Optimization (GWO) and FireFly (FF) algorithm. Initially, the optimal weights of the 
EEG signal are achieved by feeding the input EEG signal to the proposed adaptive filtering. In the adaptive filtering 
technique, the clean EEG signal is recovered by means of subtracting the filtered output from the primary input. In the 
proposed adaptive filtering technique, the weights of NARX neural network need to be optimized to enhance the rejection 
accuracy. GWO and FF combine the weight of NARX neural network and hence optimize the weights. Finally, a 
performance-based evaluation is carried out between the proposed NN-GWOandFF and existing ICA, WICA, FICA, NN-
GWO, and NN-FF in terms of MSE and RMSE with different artifacts like ECG, EMG and EOG.  
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1. Introduction  
The most significant information resource so far not heavily untouched for activity recognition of the 
brain signal is EEG [6][7]. The spontaneous electrical activity of the brain signals from the scalp is 
recorded by EEG over a small interval of time.  In the nervous system, the language of communication 
between the neurons is electric and the information in the neurons is processed by means of changing the 
flow of electrical currents. This change in the direction of the flow of electrical currents generates electric 
and magnetic fields and they are recorded from the surface of the scalp by placing electrodes [8] [9]. In 
the scalp, the brain signals originate from the post-synaptic potentials, aggregates at the cortex, and 
transfers through the skull to the scalp. The electrical activity of the brain is recorded by the potential 
difference between the electrodes. In recent times, there has been noteworthy development in the brain 
signal recoding techniques [10] [15]. Moreover, with the aid of the signal processing techniques, the EEG 
data from the brain are extracted using Bayesian Inference and these signals gets converted into device 
control commands.  In EEG, the recording of the cerebral activities of the brain is accomplished with the 
help of the electrodes, which are attached to the surface of the skull. Then, the feature extraction of the 
recorded EEG signals from the electrodes undergoes amplification, filtration, and digitalization for 
processing of the recorded signal in the computer [11] [12]. Then, from the feature extracted signals, the 
classification of the signals, as well as the control command, is generated. This is a key technology for 
paralyzed patients, who suffer from severe neuromuscular disorders [13] [16]. These EEG recordings for 
eye movement tracking are non-invasive and low cost. Apart from this, it suffers from a deep challenge of 
pattern recognition as well as signal processing and defected signals. 

The amplitude of the EEG signal is small and hence they become more contaminated by noise. The 
signal recorded by EEG is not always in the pure form and it has some defected signals like power line 
noise, electrode noise, eye movement, muscle contraction and these defects (noise) are referred as 
artifacts [17] [18]. Due to the availability of the artifacts signals in EEG recordings, it is a bit complex to 
extract the EEG signal accurately. electrode noise, baseline movement, Electromyography (EMG) 
disturbance are the few types of noise that accompany the EEG signal during recordings [14]. Hence, it is 
essential to remove this unwanted signal from the recorded EEG signal in order to extract the original 
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brain signal. Apart from this, it is more complex to remove the artifacts from the recorded EEG signal 
[19] [20].  

In recent times, a vast count of techniques is available in EEG for removal of artifacts. Few 
techniques make use of ICA (independent component analysis), filtering as well as regression, WT 
(Wavelet Transform) and Adaptive Neuro-Fuzzy Inference System (ANFIS). The sorting of the recorded 
EEG signal obtained from the electrodes is accomplished by Independent Component Analysis (ICA) and 
this model failed in removing the artifacts during source separation [21] [22]. PCA technique rejected the 
artifacts signal and it was able to handle boisterous as well as concurrent data. This technique failed as 
it diminished the orthogonal rotation. The adaptive filter technique is another solution to the removal of 
the eye-blink artifacts and here the artifacts were removed by means of subtracting the EEG source 
signal from the estimated inference signal [23]. While compared to all other technique, the adaptive 
filters are efficient in real-time mode artifacts removal and the computation complexity of this model is 
low. Previously existing conventional algorithms [30] [31] [32] [33] [34] [35] have been used with 
different models to detect EEG peaks in various applications. Apart from these advantages, it suffers 
from the drawback that the faults in the recorded signals weren’t eliminated [24] [25].  

The major contribution of this research work is to present the EEG signal and the artifact signal are 
fed initially as input to adaptive filtering and the clean EEG signal is retrieved. In the NARX neural 
network model, three types of weights are combined using the hybridized GWO+FF model. The weight of 
both the GWO and FF is optimized in the NARX neural network by adaptive filtering. The performance 
of the proposed GWO+FF model is compared with the existing models like ICA, WICA, FICA, NN-GWO, 
NN-FF in terms of MSE and RMSE with different artifacts like ECG, EMG, and EOG. 

The rest of the paper is organized as follows: Section 2 describes the literature review, and Section 3 
defines the architecture of the proposed adaptive noise cancellation for Artifacts removal. Section 4 
describes the Proposed training Algorithm for NARX Neural Network model. Section 5 summarizes the 
result and discussion and section 6 concludes the paper. 

2. Literature Review 
In 2014, Julie et al. [1] have investigated the sleep subjects that were attained directly from EEG with an 
unsupervised learning scheme and topic representation. In addition, these approaches have deployed 
PSG data for evolving with this scheme. Also, the implemented technique was deployed to 
PolySomnoGram (PSG) data. Simultaneously, the data was separated into 2 datasets such as validation 
and training datasets. In addition, a characteristic denoting EEG features depending on topics was also 
evaluated. Feature subsets were further approximated by means of Lasso-regularized regression scheme. 

In 2017, Quazi et al.[2]formulated a novel Deep Learning Network (DLN) with two stages viz. offline 
stage and online stage for removing the artifacts in the recorded EEG signal. In the offline stage, the 
high-order statistical moment's information was gathered by means of cutting off the ocular artifacts in 
the samples used to train DLN. In the online stage, the trained DLN were filtered in an automatic way 
by removing the ocular artifacts. The proposed model was compared with the existing modeling classic 
ICA, Second-Order Blind Identification (SOBI) and kurtosis-ICA (K-ICA) with the data collected from a 
public database and lab individual data. The resultant of the analysis exhibited higher generalization 
ability in the proposed model. 

In 2019, Dora et al.[3]proposed Variational Mode Decomposition (VMD) as an enhanced version of 
signal decomposition scheme to suppress ocular artifacts from the recorded EEG signal. The Multiscale 
Modified Sample Entropy (mMSE) was utilized to identify the ocular artifact corrupted segment. The 
count of the Band-Limited Intrinsic Mode Functions (BLIMFs) and the balancing parameter helped in 
identifying BLIMFs, low-frequency BLIMFs as well as high amplitude BLIMFs. The Empirical Mode 
Decomposition (EMD) and ICA were employed to remove the artifacts in the signal. 

In2016, Zou, et al.[4]projected an innovative algorithm with two major phases for identifying and 
removing artifact in the recorded EEG signal. The artifacts that had the physiological origins were 
identified using an event-related feature-based clustering algorithm. The nonbiological artifacts were 
identified with the help of the electrode-scalp impedance information. The resultant of the proposed 
model exhibited improvement in signal quality and had removed both physiological and nonbiological 
artifacts 

In 2017, Garg et al.[5]developed a novel technique with adaptive filtering for removal of ocular 
artifacts of EEG. Here, the Horizontal EOG (HEOG) and Vertical EOG (VEOG) signals were recorded 
separately as two reference inputs and these signals were processed using the Finite Impulse Response 
(FIR) filters. The Numerical Variable Forgetting Factor (NVFF), as well as the recursive least squares 
(RLS) algorithm, were utilized for the adaptively updating of linear filter coefficients. Further, the 
artifact-free EEG signal was acquired by subtracting the processed HEOG and VEOG signals.  
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3 Architecture of the proposed Adaptive Noise Cancellation for Artifacts 
Removal 

The artifacts from the EEG signal are generally removed with the help of the adaptive noise cancelation. 
The main intention of this technique is to recover the clean EEG signal [28]. The block diagram of the 
adaptive noise cancelation is illustrated in Fig.1. Initially, the adaptive noise cancelation process 
requires two inputs, one from the EEG signal source and the other from the source of the artifact signal. 
The input generated from the EEG signal source and the artifact source signal is represented as 

)t(Si and )t(Ai , respectively. The source of noise here is the origin in which different types of artifacts are 
generated. The interference signal is generated, when the artifacts noise source passes via the 
unidentified non-linear dynamics. The interference signal is depicted using the term )t(Ii . Then, the 
primary input signal is generated by combing both the interference signal )t(Ii and the clean source 
signal )t(Si .the mathematical formula for the primary input signal )t(Pi is expressed in Eq. (1). The 
filtered output is achieved by a signal generated from the noise source )t(Ai into the adaptive filtering 
process. The achieved filtered output )t(Fi is similar to the interference signal generated from the 
nonlinear dynamics. Further, with the intention of retrieving the clean EEG signal, the achieved filtered 
output )t(Fi is subtracted from the primary input signal )t(Pi . The mathematical formula for the 
adaptive noise cancellation in a clean EEG signal is depicted in Eq. (2). 

)t(Ii)t(Si)t(Pi                            (1) 
)t(Fi)t(Ii)t(Si)t(Sio -                          (2) 

 
 EEG signal source Artefact signal 

source 

Unknown non-liner 
dynamics Xs 

Adaptive filtering Output signal 

Si(t) 
Ii(t) Ai(t) 

Si0(t) 

Fi(t) 

Pi(t) 

+ 

- 

 
 

Fig. 1. Block diagram of adaptive noise cancelation 

3.1 NARX System Model 

The non-linear systems in this research work are modeled using the NARX neural network model [29]. 
The NARX neural network is the combination of multilayer feedforward network, recurrent loop and 
time delay. The NARX system model encloses the input layer, the hidden layers and the output layer 
within itself. The exogenous input vector and delayed exogenous input vector, as well as delayed 
regressed output vector, are available in the input layer. Apart from the non-linear systems modeling, 
the NARX neural network is also utilized for the analysis of the time series prediction. Typically, the 
time series prediction is based on the successively correlated signal that is related to the past values of 
the signal as well as the input signal. The output vector of NARX system model after performing the 
neural network operation is depicted using the term )1n(Li  . The mathematical formula for the output 
of NARX neural network model is shown in Eq. (3). The exogenous input vector is represented as 

)(nLi and the terms )Din(Li,),2n(Li),1n(Li Li are the delay elements of the regressed output 

vector. The delayed exogenous input vector is represented using the term      ViDinVi,,1nVi,nVi  . 
In the initial stage, the weighting parameter is applied to the hidden units and the e exogenous input 
vector as well as in between the hidden units and regressed output vector.  

   ViLi DinVi;Din(Li,),n(Lif)1n(Li --                             (3) 
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4. Proposed Training Algorithm for NARX Neural Network model 

4.1 Standard GWO 

GWO [27] is a new meta-heuristic algorithm introduced by Mirjalili and Lewis in the year 2014 on the 
basis of the inspiration gathered from leadership hierarchy and the hunting behavior of grey wolves. The 
top-level powers rest within α (alpha) grey wolves, which are in the apex of the hierarchy. The decisions 
on hunting are made by α . The one who assists α  in the decision-making process is β (beta), who is next 
to α  in the hierarchy. At the foot of the hierarchy lies  (omega) that bows other wolves. In between 
β and ω lies the δ (delta) wolves. The upcoming section portrays the mathematical model of GWO. 

Mathematical model of GWO  
(i) Search for prey (exploitation): in this phase, , β  and δ generates unique solutions based on 

their searching process. The 1st, 2nd and 3rd best solutions are generated by α , β and δ , respectively and 
all other solutions are generated by . 

 (ii) Encircling prey: during the hunting process, the grey wolves encircle their prey. The 
mathematical equations corresponding to prey encircling behavior of grey wolves is shown in Eq. (4). The 
current iteration t , coefficient vectors, position vector T and S , position vector of the prey preyXi  as well as 

the position vector of a grey wolf Xiare utilized in the prey encircling process in Eq. (5), Eq.(6). In 
addition, Eq. (6) and Eq. (7) random values in [0, 1] are manifested as 1ra and 2ra . Here, the parameter 
b is varying from [0, 2]. 

)t(Xi)t(Xi.SR prey -
                               

(4) 

R.T)t(Xi)1t(Xi -                                  (5) 

bra.b.2T 1 -                                   (6) 

2ra.2S                                      (7) 
(ii) Hunting the prey: The location of prey and encircling of prey are major abilities of the grey wolf.  

α guides the hunting process and β and ω rarely participates in the hunting process. In the abstract 
search space there lacks no information on the location of the optimal prey. Such that, better knowledge 
of the potential location of the prey can be acquired from α , β and δ wolves. On the basis of the best 
search agent, the position of the prey is updated as per Eq. (8) to Eq. (17). 

XiXi.SR 1 -                                    
(8) 

)R(.TXiXi 11  -                           (9) 

XiXi.SR 2 -                                  
(10) 

)R(.TXiXi 12  -                       (11) 

XiXi.SR 3 -                                  
(12) 

)R(.TXiXi 13  -                       (13) 

3
SSS

)1t(Xi 321 
                                 (14) 

(iv) Attacking the prey (exploitation): once the prey is encircled it is attacked by the wolves and 
this hunting takes place only when the prey is stationary.  

4.2 Standard Firefly Algorithm 

FF algorithm [26] was introduced on the basis of the inspiration got from the fireflies by Xin-She Yang in 
2008. In FF algorithms three main assumptions were made to evaluate the required optimal solution, (a) 
all FF are unisex (b) Attractiveness of FF are directly proportional to brightness and attractiveness of FF 
and it is inversely proportionally to distance between fireflies (c) The brightness of FF is defined in terms 
of objective function. Further, each of the fireflies has its own attractive function ρ and it is found to be 
indirectly proportional to the distance x . Further, the attractiveness in between two FF is depicted as per 
Eq. (15) the maximum attractiveness is indicated as ρ0 and it is the light absorption coefficient. In 

addition, two FF are denoted as g and h  and the position of these two FF are depicted as gK and hK , 

respectively. The distance between the FF is determined using the mathematical equation Eq. (16), 
where the count of the dimensions is indicated as b . The mathematical equation corresponding to the 
movement of FF is represented as per Eq. (17). Further, on the basis of the distance between FF, the 
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light intensity hM  of FF is predicted. The first term of the mathematical equation depicts the current 
position of FF, whereas the second term of the equation indicates the attractiveness of FF. The last term 
depicts the random movement of FF. The initial position of FF is denoted as per Eq. (18). The pseudo-
code for conventional FF is shown in Algorithm 1. The mathematical equation of FF is shown in Eq. (18) 
in which 0M represents the original light intensity.  

xeMM  0                           (15) 

1,)( 0   vex x                          (16) 

2
,1 , )( uh

b

w wghggh KKKKx   
          (17) 







  

2

1
)(

2

0 randKKKK gh
x

gbest gh

                     
 (18) 

 
Algorithm 1: Firefly algorithm [26] 
Initialize Maximum generation gMax  and intensity of light  gM  

Light absorption coefficient is defined 
While ( )gMax<t  

For 1n:1=g for all FF 

 For 2n:1=h for all FF 

  If ( )gh M>M  

   FF g  is moved towards h  

  End if 
  Attractiveness varies with distance x  
  New solutions are evaluated and light intensity is updated 
 End for h  
End for g  
FF are ranked and the best FF is predicted 
End while 

4.3Objective Function and Solution Encoding 

The foremost objective of this research is to optimize the weight of the neural network with the help of 
the hybrid FF+ GWO algorithm. The weight generated from GWO and FF is represented in Eq. (19) and 
Eq. (20). The weight vectors of both GWO and FF are hybridized suing GWO+FF algorithm and the new 
weight vector generated is shown in Eq. (21). 

GWOk3GWO2GWO1GWOGWO wt....wtwtwtwt                      (19) 
FFk3FF2FF1FFFF wt....wtwtwtwt                                 (20) 

)()(3)(2)(1 ... GWOFFkGWOFFGWOFFGWOFFhb wtwtwtwtwt       (21) 

4.4Proposed GWO+FF  Algorithm for the NARX Model 

The conventional GWO suffers from the drawbacks of bad local searching ability, low solving precision 
and slow convergence. So, the proposed GWO+FF are formulated. The architecture of the proposed 
GWO+FF algorithm for NARX neural network model is exhibited in Fig.3. The proposed GWO+FF model 
combines three kinds of weights and the weight input vector is formulated from the exogenous input 
weight, regressed output weight and the combination of both exogenous as well as the regressed output 
weights. The input for GWO and FF is the randomly generated input vector. Then, the optimization 
takes place and at the end of the optimizations processes, the weight vector of GWO and FF is generated. 
In the NARX neural network, the first training algorithm is the GWO algorithm and the operations of FF 
depend on the blinking characteristics. The position of FF gives the possible solution vector and on the 
basis of the brightness value, the position of FF is changed. In the absence of the brightness, FF makes 
random movement and hence the computation complexity increases. The conventional FF suffers from 
the drawback of lower convergence and leads to local optimal generation. To overcome the shortcoming of 
FF, faster convergence nonlinear optimization algorithm referred to as GWO is used along with FF. The 
GWO helps in finding the location of the object and helps in escaping from the problem of local optima.  
The conventional GWO suffers from the drawbacks of bad local searching ability, low solving precision 
and slow convergence. Thus, to overcome the drawbacks of both FF and GWO, they both are hybridized 
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to form GWO+FF. The proposed GWO+FF algorithm, when applied to NARX neural network, enhances 
the accuracy of artifacts removal. The architecture of the proposed GWO+FF algorithm for NARX neural 
network model is exhibited in Fig.2. The proposed GWO+FF model combines three kinds of weights and 
the weight input vector is formulated from the exogenous input weight, regressed output weight and the 
combination of both exogenous as well as the regressed output weights. The input for GWO and FF is the 
randomly generated input vector. Then, the optimization takes place and at the end of the optimizations 
processes, the weight vector of GWO and FF is generated.  
 

 

 

 Wi3 Wi1 Wi2 Wi3     ---- Wi4 Wi5 Wik 

GWO 
algorithm 

FF 
algorithm 

Wi(GWO+FF)1 Wi2(GWO+FF) Wik(GWO+FF)       ------ 

 WiGWO1      ---- WiGWOk  WiFF1 

 

   ----- WiFFk 

 

GWO+
FF 

 
 

Fig. 2. Proposed hybrid learning algorithm (GWO+FF) for NARX Neural Network 

5. Result and Discussion 
The proposed artifact removal technique formulated by hybridizing GWO and FF is implemented in 
MATLAB with the real-time signals obtained from the physionet database. In order to exhibit the 
performance of the proposed NARX model, the real signal is contaminated with various artifacts signal 
sources such as EOG, EMG, and ECG. The input signals for EEG is obtained from 
https://physionet.org/cgi-bin/atm/ATM?database=ptbdb%26tool=plot_waveforms (access data: 2019-05-
01). The ECG signal is obtained from https://physionet.org/physiobank/database/emgdb/emg_healthy.txt  
(access data: 2019-05-01) and EOG signal from https://physionet.org/cgi-
bin/atm/ATM?database=ptbdb%26tool=plot_waveforms(access data: 2019-05-01). The physiologic signal 
is sampled at 256 samples per second with 16-bit resolution. The performance of the proposed model is 
compared with the existing models like ICA, WICA, FICA and NN-GWO in terms of Mean Square Error 
(MSE) and Root Mean Square Error (RMSE). 

5.1 Performance Analysis based on MSE 

Fig.3 illustrates the performance analysis of the proposed NN-GWO+FF model over the existing models 
in terms of MSE for various signals. In Fig. 3(a) for EEG signal with ECG artifact, the 1st signal is 71.4%, 
73.3% and 86.6%, 88%, and 49% better than the existing models like ICA, WICA, and FICA, NN-FF and 
NN-GWO, respectively in terms of MSE. An enhancement of 76.4%,75.9%, 75%, 85%, and 87% is 
recorded by the proposed   NN-GWO+FF model over the existing models like ICA, WICA and FICA, NN-
FF and NN-GWO, respectively in terms of MSE for 2nd signal relating to EEG signal with EMG artifact 
in Fig.3(b). Then, Fig.3(c) depicts the performance of the EEG signal with EOG artifact for 3rd signal and 
an improvement of 74.1%, 73.8%, 72%, 80%, and 85% is recorded by the proposed NN-GWO+FF model 
over the existing models like ICA, WICA and FICA, NN-FF and NN-GWO, respectively in terms of MSE. 
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(a) (b) 

 
(c) 

Fig. 3. MSE analysis of (a) EEG signal with ECG artifact (b)EEG signal with EMG artifact (c)EEG signal with 
EOG artifact

5.2 Performance Analysis Based on RMSE 

Table 1 represents the performance analysis of the proposed NN-GWO+FF model over the existing 
models in terms of RMSE. For EEG signal with ECG artefact the performance of EEG signal with EOG 
artefact for 3rd signal and an improvement of 74.1%, 73.8%, 72%, 80% and 85% is recorded by the 
proposed NN-GWO+FF model over the existing models like ICA, WICA and FICA, NN-FF and NN-GWO, 
respectively in terms of RMSE, the proposed NN-GWO+FF model is 50% better than ICWA, 31.5% better 
than WICA, 28.5% better than FICA, 16.6% better than NN-FF and 7.6% better than NN-GWO. Table 2 
depicts the performance analysis of the proposed NN-GWO+FF model over the existing models in terms 
of RMSE for EEG signal with EMG artifact. The proposed NN-GWO+FF model is 55.5%, 52.9%, 51.2 %, 
42.8%, and 38.4% better than the traditional models like  ICWA, WICA, FICA, NN-FF and NN-GWO, 
respectively in terms of RMSE. Further, RMSE of the EEG signal with EOG artifact is 66.6%, 64.2%, 
62.9%, 33.3%, and 20% better than the state-of-art models like ICWA, WICA, FICA, NN-FF and NN-
GWO, respectively in Table 3. 

 
Table 1. RMSE analysis of EEG signal with ECG artefact 

Signal ICWA WICA FICA NN-FF NN-GWO NN-GWO+FF 
1 75 73 70 60 65 50 
2 80 70 75 65 60 40 
3 90 83 80 75 65 50 
4 65 60 56 40 43 30 
5 90 93 92 62 55 45 

 
Table 2. RMSE analysis of EEG signal with EMG artefact 

Signal ICWA WICA FICA NN-FF NN-GWO NN-GWO+FF 

1 90 83 80 75 65 50 
2 65 63 62 50 45 30 
3 72 70 68 50 45 40 
4 90 93 92 62 55 45 
5 89 85 82 70 65 40 
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Table 3. RMSE analysis of EEG signal with EOG Artefact 
 ICWA WICA FICA NN-FF NN-GWO NN-GWO+FF 

1 70 73 70 60 65 50 
2 65 63 62 50 45 30 
3 60 56 54 30 25 20 
4 65 60 56 40 43 30 
5 90 93 92 62 55 45 

6. Conclusion 
This paper focused on developing a hybrid optimization algorithm for artifact removal from the multi-
channel EEG data. Initially, the EEG signal and the artifact signal were fed as input to the adaptive 
filtering in order to recover the clean EEG signal. The weights of the NARX neural network were found 
using the proposed hybrid optimization algorithm that hybridized the concept of GWO and FF. In the 
NARX neural network, the weight of both the GWO and FF was optimized by using the adaptive 
filtering. The performance of the proposed GWO+FF model was compared with the existing models like 
ICA, WICA, FICA, NN-GWO, NN-FF in terms of MSE and RMSE with different artifacts like ECG, 
EMG, and EOG. the performance of EEG signal with EOG artifact for 3rd signal and an improvement of 
74.1%, 73.8%, 72%, 80%, and 85% are recorded by the proposed NN-GWO+FF model over the existing 
models like ICA, WICA and FICA, NN-FF and NN-GWO, respectively in terms of MSE. RMSE of the 
EEG signal with EOG artifact is 66.6%, 64.2%, 62.9%, 33.3%, and 20% better than the state-of-art 
models like ICWA, WICA, FICA, NN-FF and NN-GWO. 
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