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Abstract: Maximum Power Point Tracking (MPPT) is a widely used controlling technique for extracting more power from 
solar cells of PV modules. This work intends to model a new “passive fractional-order proportional-integral-derivative 
(PFoPID) controller” for PV inverter by reshaping energy, such that the MPPT is achieved via P&O system under varied 
atmospheres. As per the passivity concept, storage associated with the DC-link current, voltage, and q-axis current is 
modeled for a PV system and they are examined systematically. In this work, the residual energy is reshaped by the 
PFoPID controller, where the controlling parameters are tuned optimally by Grey Wolf Optimization with Self-adaptiveness 
(GWO-SA) approach. Finally, evaluation is performed for substantiating the efficiency of the GWO-SA based PFoPID 
controller over other controllers. 
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Nomenclature 
Abbreviations  Descriptions 
FOINC Fractional Order control based INC 
FLC Fuzzy Logic Controller  
IAE Integral of Absolute Error  
INC Incremental Conductance  
MFO Moth Flame Optimization  
MPPT Maximum Power Point Tracking  
ORB  Optimum-Relation-Based  
PFoPID Passive Fractional-order Proportional-Integral-Derivative 
PBC Passivity-Based Control 
PCU Power Conditioning Unit  
PV Photo  Voltaic  
POFO Perturbation Observer based Fractional-Order  
P&O  Perturb & Observe  
PSO Particle Swarm Optimization  
RESs Renewable Energy Sources  
SECS Solar Energy Conversion System  
SMC Sliding-Mode Controller 
SMSPO Sliding-Mode State and P&O  
TSR Tip Speed Ratio  
WECS Wind Energy Conversion Systems  

1. Introduction 
Because of the rising necessity for energy, researchers are focusing more on RES like wind energy, fuel 
cell, and PV [6] [7]. Amongst the different RES, PV is commonly deployed owing to its relatively 
reasonable cost and ease of access for solar power [8] [9]. The PV generation was deployed either in 
standalone mode or in grid connection mode. Consequently, the output voltage of PV varies with changes 
in temperature and solar irradiation. The MPPT technique presents the highest power at all 
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environmental states and it is united with an electronic converter, which finally offers a controlled power 
to load [10] [11] [12].  

The primary elements of a PV oriented system include a PV panel, PCU, and MPPT controller [13]. 
The efficacy of the trade connected PV panels is relatively minimal and as a result, a substantial power 
loss happens in the system. The most important issue is to cope with the nonlinear output features of the 
PV panel with unbalanced variations in solar irradiance and ambient temperature. In addition, to 
amplify the power output of PV, MPP has to be tracked effectually.   

There were diverse MPPT techniques [14] deployed for solar and wind energy systems. On 
considering the MPPT models for WECS systems, three techniques such as P&O; TSR, and ORB 
methods are usually deployed. The MPPT model for SECS systems includes techniques such as voltage 
tracing; P&O and INC. All these approaches own certain disadvantages and advantages [17] [18] [19]. 
Thus, the researchers must choose the most suitable controlling approach for MPPT based PV systems 
[15].  

The main contribution of this work is to propose the hybrid algorithm for the residual energy, which 
is reshaped by the PFoPID controller.  In addition, the controlling parameters are tuned optimally by 
proposed Grey Wolf Optimization with Self-adaptiveness (GWO-SA) approach. 

The paper is arranged as follows: The reviews are demonstrated in Section 2. Section 3 portrays the 
microgrid linked PV inverter system. Section 4 explains the modelling of the PFoPID controller for 
MPPT. Section 5 depicts the GWO-SA algorithm for optimal tuning of parameters. Section 6 portrays the 
results and the work is concluded by section 7. 

2. Literature Review 

2.1 Related Works 
In 2020, Salah et al. [1] have presented an adapted controlling scheme for developing the dynamics of PV 
using FoPID controller. In this work, optimal tuning of FoPID controller was carried out by exploiting 
the PSO approach. In addition, MFO oriented optimization was employed in the adopted work for 
improving the PV performance at diverse operating backgrounds. In the end, the adopted model has 
exposed excellent transient responses at diverse operational scenarios. 

In 2018, Yang et al. [2] have presented a new Passive “PFoPID controller” that adopted the energy 
reshaping model. Accordingly, the MPPT was accomplished using the P&O technique. Moreover, a 
storage function was modelled primarily for a PV system as per the “passivity concept”. In this concept, 
the significant features of all terms were systematically investigated. Furthermore, the important 
parameters were preserved for facilitating the necessary features of the PV system. 

In 2018, Mujahed et al. [3] have introduced a novel scheme for optimal modeling of FOINC-MPPT. 
The most important objective of this scheme was to build up a more proficient and robust MPPT model, 
by which the tracking performance was improved over the existing tracking models. This approach has 
guaranteed fast dynamics and superior tracking precision under miscellaneous atmospheric states. In 
the end, execution outcomes portrayed the superiority of the presented scheme over other schemes.  

In 2018, Hong et al. [4] have made an analysis of the Taguchi-oriented MPPT approach, in which the 
“insolation and temperature” were regarded as “input and noise” for the PV system. In addition during 
the MPPT process, FLC was tuned optimally using the PSO approach. Accordingly, a PV system was 
deployed for illustrating the outcomes attained by the robust MPPT design of the adopted method. 

In 2018, Yang et al. [5] have analyzed an adaptive and robust POFO-SMC PV inverter, which was 
linked with the power grid. Accordingly, an MPPT scheme on the INC method with diverse step sizes 
was introduced for producing the maximal solar energy at diverse climatic situations. In addition, the 
SMSPO model was deployed for estimating the mutual effects of PV inverters proficiently. 

3. Microgrid linked PV Inverter System 
The single-phase PV inverter is modelled as revealed in Fig.1 [12]. Assume qB  and sB  as the counts of 

PV cells arranged in parallel and series in that order. Here, the relationship amongst the output current 
and voltage is specified by Eq. (1), in which output current of PV is denoted by quI ,  B  refers to ideality 

factor of p-n junction, qhI  signifies cell’s photocurrent, cC  indicates the temperature of the cell, K  points 

out Boltzman’s constant, sR  refers to the resistance of cell series, p  refers to electron charge, dcV and quI  
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denotes PV output voltage and current and sI  refers to reverse saturation current of cell. qhI is 

determined as in Eq. (2) and the deviation of sI  in terms of temperature is determined as per Eq. (3). 
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Fig. 1. Modelling of 3-phase 2-level PV inverter 
 

The dynamics of 2-level 3-phase PV inverter in dq the frame are revealed by Eq. (4), in which 

pdpdpd u,u,i,i,e,e  signifies the dq -axis elements of PV inverter grid voltage, current, and voltage output, 

in that order. The inductance and resistance are pointed out by L and R and   denotes the frequency of 
AC grid [13]. 














d
d

ppp

p
d

ddd

Li
dt

di
LRieu

Li
dt

di
LRieu

     (4) 

The power balanced between the input of AC and output of DC is specified by Eq. (5). Here, dcI and 

dcV  refers to the input current and voltage of PV inverter. 

dcdcppdd IVieie        (5) 

The dynamics of DC is attained by using the “Kirchhoff’s current law” as exposed in Eq. (6), where A  
indicate the capacitance of the DC bus. 

dc

ppdd
qudcqu

dc

V

ieie
III

dt

dV
D


     (6) 

This work makes use of the P&O model [14] for tracking the MPP capably under diverse atmospheric 
conditions. 

4. Modelling of PFoPID Controller for MPPT 

4.1 Fo-PID control 
“Fractional-order calculus is an overview of differentiation and integration”. Eq. (7) point up the 
modelling of the fundamental operator 

 tT , here t and a denotes upper and lower limits and  specify 
the operating order [15]. 
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Consequently, RL is exploited with Gamma function  .  as exposed in Eq. (8), in which n  point out 
the 1st integer that is higher than  . Eq. (8) shows the formulation for RL description in the FoPID 
model. 
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The Laplace transformation of Eq. (8) is shown in Eq. (10), in which the Laplace operator is indicated 
by . .  
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The transfer operation of FoPID control  sG  is exposed in Eq.(11) and here Tk Ik and qk symbolize 

the derivative, integral, and proportional gain in that order. 
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In addition,   and  point at the fractional differentiator and integrator order respectively. 

4.2 Passivity-oriented Controlling   
The PBC reshapes the energy of the system and it assists in allocating the energy function, which is 
equal to the variation among system energy and energy distributed by the controller. Eq. (12) 
demonstrates the model for energy balancing, where )t(A  denotes the storage function and  td  specifies 
a non-negative function. 
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4.3 PFoPID Controller  

Controller model: The state vector is represented as    Cdcpd
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(6) is remodeled as shown in Eq. (13). 
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The tracking error is described as    Cdcdcpp
C

21 VV,i,ie,ee    that has to be differentiated until the 

control input v  turns out to be accurate. Thus Eq. (14) is formulated and  yf1 and  yf2 are evaluated as 
per Eq. (15) and Eq. (16). 
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with the control gain matrix 
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Eq. (17) is satisfied as the element de has differed from zero. A “candidate storage function” for Eq. 
(14) is formulated as exposed in Eq. (18). 
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Eq. (19) can be accomplished by differentiating the storage function  dcdcp I,V,iA  with regard to time. 
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The PFoPID control for system Eq. (14) is computed as per Eq. (20) with inputs 1 and 2  that are 
designed based on FoPID control as exposed in Eq. (21). In Eq. (21), PID control 
gains 2D1D2I1I2Q1Q k,k,k,k,k,k , fractional differentiator order 1 and 2  , fractional integrator order 1  

and 2  are chosen for ensuring an improved convergence of tracking error as shown in Eq. (14). 
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On replacing Eq. (20) and Eq. (21) into Eq. (19), along with Eq. (6) yields Eq. (22).  In Eq. 
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5. GWO-SA algorithm for Optimal Tuning of Parameters  

5.1 Objective Function and Solution Encoding 
The parameters of PFoPID in Eq. (21) are optimally tuned via the GWO-SA scheme for obtaining optimal 
control. In this work, the objective is to lessen  yF  as stated in Eq. (23). Here, ,,k,k,k DIQ are provided 

as solutions that are diagrammatically shown in Fig. 2. 
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    dcrefdc VVMeanMeanyFMinimize     (23) 

 

 

Fig. 2. Solution encoding 

5.2 GWO-SA Algorithm 
The GWO [16] algorithm portrays the hunting nature of grey wolves and its control hierarchy. There are 
4 types of grey wolves, such as   ,,,  those that are used for carrying out the leadership hierarchy. 
The wolves namely,  ,  and  are involved in the hunting process. Among them  are the leader that 
decides on hunting procedure and sleeping locations. Conversely,  and  aids  in making choices. The 
encircling nature of wolves is revealed as in Eq. (24) and Eq. (25), here X and Y symbolizes the 
coefficient vectors, pO  and O signifies the position vector of prey and grey wolves and t signifies the 

present iteration. Accordingly, X and Y is evaluated as per Eq. (26) and Eq. (27), and 1r and 2r point out 

the arbitrary vectors that lie amongst [0, 1]. As per the GWO-SA model, a  is computed as in Eq. (28), 
here points out the change of fitness as specified in Eq. (29), if 1t  , otherwise, the value of  is 
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The mathematical formulation for describing the hunting nature of wolf is shown by Eq. (30) to Eq. 
(35) and the final position of wolves is shown in Eq. (36).  
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OOYZ 2                                                             (31) 

OOYZ 3                                                             (32) 

   Z.XOO 11                                                         (33) 

   Z.XOO 22                                                         (34) 

   Z.XOO 33                                                        (35) 

 
3

OOO
1tO 321 
                                                   (36) 

6. Results and Discussion 

6.1 Simulation Procedure 
The presented work on PFoPID controller using the GWO-SA model was implemented in MATLAB and 
the results were accomplished. In this work, temperature and solar radiation were selected based on 
their rated values, e.g., 25 °C and 1 kW/m2. In addition, the current at q axis was maintained at zero. At 
such benchmark operating conditions, the output current of PV was maintained at 3.46 A, the voltage of 
DC link was maintained at 539.5 V, and the output power of PV was maintained at 1867 W.  

6.2 IAE Index 
The IAE indices of GWO-SA based PFoPID controller over the compared existing controllers are shown 
in Table I. Here, the analysis was held concerning three cases namely, “Solar irradiation variation, 
Temperature variation, and Power grid voltage drop”.  As revealed in Table 1, the PFoPID controller has 
attained the smallest IAE indices and therefore it can perform better than the compared controllers 
owing to the energy reshaping and retainment of valuable terms. Particularly, the temperature variation 
of 

qI
IAE using PFoPID is 82.31 %, 77.43%, and 74.74% better than PBC control, FoPID control, and PID 

 
 Qk   Ik    Dk                O 
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correspondingly. Thus, the improvement of the optimized PFoPID controller is established from the 
simulated outcomes. 
 
Table 1: IAE indices of four controllers attained by the Proposed controller over the existing controllers with respect to 
three scenarios 
Scenarios IAE Indices PBC FoPID PID PFoPID 

Solar irradiation variation 
dcVIAE  0.4357 0.4412 0.4484  0.3901 

 
qI

IAE  0.1611 0.1732  0.1837 0.1407 

Temperature variation 
dcVIAE  0.5262 0.5431 0.5587  0.4778 

 
qI

IAE  0.2013 0.2140 0.2217  0.1657 

Power grid voltage drop  
dcVIAE  0.6863 0.7249 0.7529  0.6277 

 
qI

IAE  0.2938 0.3207 0.3413  0.2476 

6.3 Overall Cost Analysis 
Table 2 demonstrates the overall cost of the PFoPID controller over the compared existing controllers 
and the analysis was held concerning three cases namely, “Solar irradiation variation, temperature 
variation, and Power grid voltage drop”. From the analysis, the PFoPID controller has accomplished 
minimal cost for all scenarios. Specifically, the overall cost of the PFoPID controller for temperature 
variation is 4.52%, 8.88%, and 9.47% superior to PBC, FoPID, and PID controllers respectively.   
 
Table 2: Overall Cost analysis attained by optimized PFoPID controller over the existing controllers with respect to 
three scenarios 
Scenarios PBC FoPID PID PFoPID 

Solar irradiation variation 0.546 0.537 0.546 0.486 
Temperature variation 0.752 0.788 0.793 0.718 
Power grid voltage drop 0.895 0.919 0.925 0.851 

6.4 Analysis on Overall Energy 
The overall energy attained by the PFoPID controller over the compared existing controllers is 
demonstrated by Fig. 3 and the analysis were held concerning three cases. On analyzing the energy, the 
PID control has attained the maximum value; therefore it offers a higher tracking error amongst 4 
controllers. On the contrary, PFoPID control has the least tracking error and as a result, it can attain the 
most acceptable controlling performance. 
 

 
Fig. 3. Overall energy analysis of PFoPID controller over the existing controllers with respect to three scenarios 

7. Conclusion 
This work has modeled the PFoPID controller for PV inverter by reshaping the energy. Accordingly, the 
MPPT was attained by deploying the P&O system under various conditions. Moreover, a storage function 
was built based on passivity theory and as a result, the physical features of entire variables were 
examined in a systematic order. Moreover, the controlling parameters of the PFoPID controller were 
tuned optimally using the GWO-SA model. In the end, the analysis was carried out to prove the 
enhancement of the suggested scheme. From the analysis, the PFoPID controller has accomplished 
minimal cost for all scenarios. Specifically, the overall cost of the PFoPID controller for temperature 
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variation is 4.52%, 8.88%, and 9.47% superior to PBC, FoPID, and PID controllers respectively. Thus, the 
superior performance of the GWO-SA model has been established effectively.   
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