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Abstract: Speech is a primary and universal medium to communicate with each other. The additive or background noise 

present in the channel humiliates the signal quality. In order to minimize undesirable background noises, speech 

enhancement techniques have been introduced. Accordingly, this paper proposes a speech enhancement approach using 

Deep Convolutional Neural Network (DCNN). At first, the noise signal is appended with the hygienic speech signal and the 

noisy speech signal is generated. Then, the next step is the framing, in which the Fractional Delta-Amplitude Modulation 

Spectrogram (FD-AMS) features are extracted from the frames.  Finally, the extracted features are provided as the input to 

the DCNN, which generates the optimized estimation of the speech signal. The proposed method is analyzed using 

NOIZEUS database based on the metrics, Perceptual Evaluation of Speech Quality (PESQ) and Root Mean Square Error 

(RMSE). Also, the comparative analysis is performed with the existing speech enhancement techniques. From the results, it 

is shown that the proposed method obtains maximum PESQ and minimum RMSE than the existing techniques, which 

shows the superiority of the proposed speech enhancement. 

 

Keywords: Speech enhancement, framing, feature extraction, Fractional Delta-Amplitude Modulation Spectrogram, Deep 

Convolutional Neural Network.  

 

 
Nomenclature 

Abbreviations/Acronyms Description 

DCNN Deep Convolutional Neural Network 

FD-AMS Fractional Delta-Amplitude Modulation Spectrogram 

PESQ Perceptual Evaluation of Speech Quality 

RMSE Root Mean Square Error 

NMF Non-negative Matrix Factorization 

ASR Automatic Speech Recognition 

MNMF Multichannel Nonnegative Matrix Factorization 

MVDR Minimum Variance Distortionless Response 

DNN deep neural network 

FFT Fourier transform 

POOL pooling 

conv convolutional 

FC Fully Connected 

TSNR Two-Step Noise Reduction 

HRNR Harmonic Regeneration Noise Reduction 

BPF Band Pass Filter 

1. Introduction 

The communication among humans can be done in several ways. Among them, written text, images, and 

speech are the most significant sources of information. One of the fundamental functions of human 

beings is to communicate with each other through speech. The speech acts as the most suitable and 

proficient source for communication.  Speech expresses both the linguistic contents and other helpful 
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information, like the mood of the speaker. The communication among humans is precise and easy if the 

listener and the speaker are close to each other in a gentle environment [27]. The listener suffers to 

understand the speech if the listener and the speaker are in distance or in a noisy background. The 

background noise in a speech signal degrades the lucidity and the worth of the speech. A noisy 

environment decreases the ability of the speakers and listeners to communicate with each other. To 

reduce the effects of this problem, speech enhancement techniques have been developed.  Speech 

enhancement is a technique, which processes the noisy speech signals and aims to improve their 

perception. The capability of the speech enhancement methods depends on the tradeoff among the noise 

diminution and the speech alteration.  Depending on the type of applications, the aim of the speech 

enhancement may vary, like to boost the voice communication device’s performance, to improve 

intelligibility, to increase the overall speech quality, to decrease listener weakness, and so on. As a 

result, speech enrichment is required to evade the speech quality degradation and to address the 

drawbacks of human auditory systems [28].  

Depends on the number of available microphones, the speech enhancement methods have been 

classified into two types, namely (1) single channel speech enhancement, (2) dual or multi-channel 

speech enhancement [7]. The first one utilizes a single microphone, on the other hand, the second one 

utilizes more than one microphone. When compared to the single channel speech enhancement 

techniques, multichannel speech enhancement techniques offers high performance due to its easy 

computations and convenient implementations [7] [8]. There are several types of noise occurred in the 

speech signal, such as impulsive noise, interfering speech, wideband noise, periodic noise, and so on. The 

literature presents the various types of speech enhancement methods, such as wavelet-based methods, 

model-based methods, filtering techniques, and so on [9] [10] [5]. The most popular speech enhancement 

techniques are statistical model-based methods [11], Gaussian or super-Gaussian, subspace-based 

approaches [12], the spectral subtraction method [13], and Wiener_ filtering method [14].  

In general, every speech enhancement technique has a similarity in the estimation methods, such as 

minima controlled recursive averaging [15] and minimum statistics [16]. These estimation methods find 

out the noisy speech signals but they do not relevant for the non-stationary environment, where these 

methods incorrectly assume the statistical properties of the noise. One of the prominent noise 

enhancement techniques is the spectral subtraction technique, which determines the noise spectrum and 

subtracts it from the speech segments. However, this technique is limited to the quasi-stationarity of the 

detected noise [17]. The other important speech enhancement technique is the NMF, which is the core of 

the majority of the noise departure techniques [18].  

This paper introduces the speech enhancement method through the utilization of FD-AMS features 

and DCNN. At first, the noisy speech signal is generated and converted into frames. Then, the features 

are extracted and provided as the input to the DCNN, which generates the optimized estimation of the 

speech signal.  At last, the extracted features are presented as the input to the DCNN that creates the 

optimized estimation of the speech signal. The proposed method is analyzed using NOIZEUS database 

based on the metrics, such as PESQ and RMSE. 

The structure of this paper: Section 2 surveys the existing noise enhancement techniques and 

presents the challenges in the existing noise enhancement techniques. The proposed noise enhancement 

technique is described in Section 3. The results are provided in Section 4. Finally, Section 5 concludes the 

paper.  

2. Motivation 

This section presents the literature review on speech enhancement methods and provides the challenges 

in the existing speech recognition techniques.  

2.1 Literature Review 

Here, four existing related works on speech enhancement are discussed. Arul Valiyavalappil Haridas et 

al. [1] utilized an FD-AMS and the D-matrix feature extraction for enhancing the speech signal. This 

method estimates the high-quality speech signal. Qi He et al. [2] determined the predictive parameters of 

the speech and noise by developing the codebook-driven Wiener filtering method. Here, the spectral 

shape codebook was utilized for modeling the predictive parameters. This technique was more practical, 

vigorous, and enhances the quality of the signal. However, this technique had the complexity issue in 

noise reduction. In [3], a single-channel speech enhancement method was developed by Johannes Stahl et 

al. This technique had three steps. Initially, a pitch synchronous segmentation was utilized to optimize 

the signal analysis. Then, the frequency and class dependent prior distributions solved the harmonic 

retrieval problem. At last, a joint detection-estimation framework was developed to choose the proper 
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signal model. This technique affected speech intelligibility and speech quality. Multichannel speech 

enhancement for enhancing ASR is developed by Kazuki Shimada et al. in [4]. Here, the initialization 

and updating of the MNMF parameters are done by online MVDR beamforming. This technique had a 

good performance than the DNN-based beamforming technique. 

2.2 Challenges 

This sub-section deliberates the challenges in conventional speech enhancement approaches. The 

decisive challenge in speech enhancement is concerning the quality of the enhanced speech signal [1]. 

The demerit of the spectral enhancement based approach is that it introduced the musical noise [5]. The 

performance of the speech enhancement system is influenced by surplus input and low output. Another 

major problem in speech enhancement is the user responsiveness, which occurs when the user begins to 

speak in the absence of the resources [6]. 

By considering the challenges in the existing noise enhancement techniques as motivation, this paper 

introduces a technique for noise enhancement, which is explained in the following section.  

3. Proposed Work 

This section explains a proposed speech enhancement technique, which utilizes the FD-AMS features 

and the DCNN for enhancing the speech signal. Initially, the noise is affixed to the dirt-free speech 

signal, such that it becomes the noisy speech signal. Afterward, the noisy speech signal is applied to the 

framing, which uses the Hanning window to extracts the frames from the noisy speech signal. After that, 

the extracted frames are applied to the feature extraction, where the FD-AMS features are extracted. 

Finally, the DCNN extracts the enhanced speech signal from the extracted features. Fig. 1 demonstrates 

the schematic representation of the proposed speech enhancement technique.  

 

 
Fig. 1. Schematic representation of the proposed system  

3.1 Pre-Processing 

In pre-processing, the noisy input speech signal has been sampled and quantized to assist for the 

processes related to feature extraction. In general, the speech signal contains several types of noises, 

such as train noise, airport noise, etc.  

3.2 Framing 

It is the practice of converting the countless speech signal brook into blocks of samples, called frames. 

Here, the noisy speech signal is decomposed into 85 time-frequency segments by the BPF, each one 

contributing a channel. Then, the next step is the rectification, in which, the envelope for every channel 

is determined. At a time of the framing, the edges have the propensity to establish harmonics so; a 

tuning window is used for tuning the overlapped frames. Here, the Hanning window [26] is used for 

windowing, which eliminates unnecessary signals. The Hanning window size is [ ]255×1 and the overlap 

rate is set as 0.5. Then, the frames are zero-padded and sent to the feature extraction procedure.  
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3.3 Feature Extraction 

In this step, the signals are applied to FFT [26], which identifies the modulation spectrum of every 

frame. Then, the result of FFT and the triangular shape windows are multiplied, and the product of 

every frame is added to create the spectrum amplitudes as AMS features [19]. 

The AMS feature vector is denoted as ( )n,mv . Here, the small alterations in the frequency and the 

time domains are taken into consideration, which includes the delta features in the feature vector. 

Equation (1) represents the feature vector obtained by the delta-AMS feature.  

        n,mb,n,mv,n,mvn,mV rM                                                                    (1) 

     n,1vn,2vn,1vM  , when 1m                                                                  (2) 

     n,1mvn,mvn,mvM                                                                              (3) 

where, the number of frames is represented as n  and m  be the length of the window and m varies 

from M,,2 .  n,mvM  is the delta feature calculated among the frequency and time. Then, the 

fractional calculus [20] is included in the delta-AMS feature and denoted as FD-AMS features. Hence, 

the equation (3) has been re-written as, 

      n,mvBn,1mvn,mv  

                                                                      (4) 

where,   n,mvB 
be the fractional calculus. The results of the FD-AMS is denoted as, 

    n,mvBn,mvM  

                                                                                      (5) 
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      (6) 

3.4 Noise Level Identification 

In this step, the FD-AMS features are utilized for identifying the noise. In this step, the matrix ( )tR is 

formed by multiplying the columns and rows of the corresponding frames.  

      'vv tAMStAMStR                                                                              (7) 

      tAMStRtA v                                                                                     (8) 

where, the mean value of FD-AMS feature in the thi column is denoted as   tAMSv . Then, the 

matrix  tA  is calculated as given in equation (9),  

 
 

  tA

talARe
tA


                                                                                              (9) 

Afterward, the threshold value is generated by multiplying the matrix  tA  and the constant 0.05, 

which is denoted in equation (10). 

 A05.0Threshold                                                                                  (10) 

Then, depending on the threshold condition, the original and noisy frames are differentiated.  

 
 

 






ThresholdtAif;Original

ThresholdtAif;Noisy
tN

≥

≤
                                                      (11) 

If the matrix  tA is greater than or equal to the threshold then, the frame is original, otherwise, the 

frame has noise. Depending on the noisy frames, the optimization parameter is chosen for extracting the 

speech signal.  

3.5 Noise Estimation  

In this step, the mean value of the noise frames is identified and multiplied with the original speech 

signal. 

      tNtN
1t

tNt

x∑
∈


                                                                                   (12) 

 





otherwise;0

noisyif;t
tN                                                                        (13) 

    tNtNY                                                                                       (14) 
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where, x  is the index value of the noisy frames, the number of frames in the noisy signal is denoted 

as t , and   tN  be the mean of the index value of the noisy frames.  

3.6 FD-AMS Feature Subtraction and Noise Removal 

In this step, the noisy frames are deducted from the noisy signal and the spotless signal is determined.  

     tYtNtO                                                                                              (15) 

where, ( )tN  and )(tY  are the noisy speech signal and the estimated noise signal, respectively. 

  85t1;
Otherwise;O

0Oif;0
tO ≤≤



 

                                                                      (16) 

Then, the DCNN identifies the optimized δ value. 

  AMSO1w v                                                                              (17) 

where, the optimizing parameter is denoted as δ , the synthesized signal is represented as w  and 

AMSΔv
represents the FD-AMS feature. 

3.7 Optimized Estimation of Speech Signal using DCNN 

Here, DCNN is used for determining the optimized value of  for extorting the optimized speech signal. 

The architecture of DCNN [21] has three layers, namely POOL layers, conv layers, and an FC layer. 

Each layer has its own functions.  

Conv layers [31]: In these layers, a convolution operation is applied to the input, and the output 

obtained from these layers is provided to the next layer. The conv layers obtain the patterns in the input 

feature vector using the conv filters.  

POOL layers [31]: It is a non-parametric layer and it does not have bias and weights. Pooling layer 

minimizes the data dimension for decreasing the number of parameters and computation.  

FC layers [31]: FC layers connect each neuron in one layer to each neuron in another layer.  

Finally, the output obtained from the DCNN is the optimized δ value.  

4. Results Analysis 

This section provides the results of the proposed method and the existing speech enhancement methods 

using the performance metrics.  

4.1 Experimental Setup 

The proposed speech enhancement approach is analyzed using NOIZEUS [22]. The evaluation metrics 

considered for analyzing the performance of the proposed technique are RMSE [29] and PESQ [30]. Also, 

the proposed method is compared with the high-tech speech enhancement systems, such as DF-AMS [1], 

TSNR [23], HRNR [23], Spectral Subtraction [24], and NMF [25]. 

4.2 Comparative Analysis  

For the experimentation, three types of noises, like Babble, airport, and car are included in the input 

speech signal and the performance is analyzed for various noise levels. Fig. 2 illustrates the comparative 

analysis using airport noise contaminated speech signal. Fig. 2 (a) depicts the PESQ analysis of the 

comparative methods. For 0 dB noise, the PESQ of DF-AMS+DCNN is 2.1267, DF-AMS is 1.9653, TSNR 

is 1.8153, HRNR is 1.8137, Spectral Subtraction is 0.7264, and NMF is 1.5591. The proposed DF-

AMS+DCNN has the PESQ of 3.2898, for the noise level 15 dB. For the same noise level, the existing 

Spectral Subtraction, which shows the worst performance among the comparative methods, has the 

minimum PESQ of 1.0059. From the analysis, it can be exposed that the proposed method has the 

maximum PESQ, which shows the effectiveness of the proposed classifier. Fig. 2 (b) shows the RMSE 

analysis of the comparative methods. The proposed DF-AMS+DCNN has the RMSE of 0.0156 at noise 

level 0 dB, which is minimum than the RMSE of the existing techniques. When the noise level is 15 dB, 

the comparative methods have the RMSE of 0.0035, 0.0095, 0.0259, 0.0261, 0.0507, and 0.0479. Here 

also, the proposed method has a minimum RMSE than the existing methods.  
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(a) (b) 

Fig. 2. Comparative analysis using input signal with airport noise 
 

Fig. 3 illustrates the comparative analysis using the input speech signal with Babble noise. Fig. 3 (a) 

depicts the comparative analysis based on PESQ. At noise level 0 dB, the PESQ of the comparative 

methods, such as DF-AMS+DCNN, DF-AMS, TSNR, HRNR, Spectral Subtraction, and NMF is 1.9822, 

1.9657, 1.8486, 1.8403, 0.6893, and 1.5056. The proposed DF-AMS+DCNN has the PESQ of 2.9944, for 

the noise level 15 dB. On the other hand, the existing approaches have the minimum PESQ than the 

proposed approach. Fig. 3 (b) shows the analysis of the comparative methods based on RMSE. The 

proposed DF-AMS+DCNN has the best performance with the RMSE of 0.0111. The existing DF-AMS has 

the best performance among the other existing methods with the RMSE of 0.0281, at the noise level 0 dB. 

At the noise level 15 dB, the comparative methods have the RMSE of 0.0044, 0.0095, 0.0259, 0.0261, 

0.0507, and 0.0482.  

 

  

(a) (b) 

Fig. 3. Comparative analysis using input signal with Babble noise 
  

Fig. 4 illustrates the comparative analysis using the input speech signal with car noise. Fig. 4 (a) 

depicts the analysis of the comparative methods using PESQ. For the noise level 0 dB, the proposed DF-

AMS+DCNN has the best performance with the PESQ of 1.9975. The existing Spectral Subtraction has 

the worst performance with the PESQ of 1.0549. Similarly, for the noise level of 15 dB, the proposed DF-

AMS+DCNN has the PESQ of 2.9941. On the other hand, the existing methods have a minimum PESQ 

than the proposed approach. Fig. 4 (b) depicts the analysis of the comparative methods using RMSE. 

From the analysis, it is revealed that the proposed method has a better performance than the existing 

methods. 

 

  
(a) (b) 

Fig. 4. Comparative analysis using input signal with car noise 
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5. Conclusion 

This paper presents a speech enhancement technique with the utilization of FD-AMS features and the 

DCNN. Initially, the noise signal is incorporated into the hygienic speech signal and the noisy speech 

signal is generated. Then, the next step is the framing, in which the FD-AMS features are extorted from 

the frames.  Finally, the extracted features are provided as the input to the DCNN, which generates the 

optimized estimation of the speech signal. The efficiency of the proposed speech enhancement approach 

is analyzed using NOIZEUS database for the performance metrics, PESQ and RMSE. Also, the 

comparative analysis is performed with the existing speech enhancement techniques. From the results, it 

can be exposed that the proposed classifier obtains maximum PESQ and minimum RMSE than the 

existing methods, which shows the effectiveness of the proposed method. 
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